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Abstract
This paper is a short introduction to the BeepBeep 3 event stream processor. It

highlights the main design decisions that informed its development, and the features that
distinguish it from other Runtime Verification tools.

1 Introduction
This paper is a very brief introduction to the BeepBeep 3 event stream processing engine.
Although BeepBeep can be used as a Runtime Verification (RV) tool, many of its features extend
beyond classical RV, and borrow from the related field of Complex Event Processing (CEP).
A recent tutorial highlights the similarities and differences between these two domains, and
illustrates how BeepBeep 3 straddles the line that separates them [10].

Version 1 of BeepBeep was developed from 2008 to 2013 and has been the subject of numerous
papers and case studies [17–19, 23]. The main distinguishing point of this first version was
the handling of complex events with a nested structure (such as XML documents), and an
input language extending propositional Linear Temporal Logic with XML path expressions and
first-order quantifiers. BeepBeep 1 is no longer under active development and is considered
obsolete for all practical purposes. Version 2 was an attempt at implementing the same concepts
as BeepBeep 3, which has been scrapped at an early stage of development and was never officially
released. One can hence consider BeepBeep 3 as the second “real” incarnation of BeepBeep. It
benefits from a complete redesign of the platform, which includes and significantly extends most
of the 1.x features.

BeepBeep 3 has been under development since 2014, and is still actively maintained and
extended. It is freely available online under the GNU Lesser General Public License.1 Its online
code repository lists a total of more than 350 commits over a two-year span. In addition to the
aforementioned tutorial, several research papers have already covered various aspects of the
tool’s design [9, 12–15]. For detailed information about BeepBeep, including an extensive review
of related work and numerous examples, the reader is referred to a recent technical report [11]
and to BeepBeep’s online documentation.

1http://liflab.github.io/beepbeep-3
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Figure 1: A simple composition of processors, represented graphically

2 Related Work
Current event processing tools and techniques can roughly be divided into two groups. The first
group of software originates from the database community, and includes tools like Cayuga [3],
Borealis [1], TelegraphCQ [4], Esper2, LINQ3, VoltDB4 and StreamBase SQL5. While their
input languages vary, most can best be seen as special cases of database query languages, with
added support for computation of aggregate functions (average, minimum, etc.) over sliding
windows of events (e.g. all events of the last minute). The second group of software, while not
labelled specifically as such, comes from the runtime verification community. Indeed, runtime
monitors such as BeepBeep, JavaMOP [21], LARVA [5], Tracematches [2], J-Lo [22], PQL [20],
PTQL [8], SpoX [6] and PoET [7] are designed with the purpose of detecting violations of some
sequential pattern of events generated by a system in realtime.

It was observed in earlier work [16] that these two classes of systems have complementary
strengths. The handling of aggregate functions over events provided by CEP tools is notably
lacking in virtually all existing runtime monitors. Conversely, monitors generally allow the
expression of intricate sequential relationships between events, using finite-state automata or
temporal languages, that go far beyond CEP’s traditional capabilities.

3 Design Decisions
BeepBeep aims at reconciling Complex Event Processing and Runtime Verification into a
uniform, consistent and expressive query language for event streams. Its current architecture is
the result of conscious design decisions, which have informed the development of the tool since
the beginning. We list below a few of the most important decisions.

3.1 Focus on composition and modularity
The most important design decision relates to the way properties are being evaluated on an
input trace. Traditionally, RV tools (including BeepBeep 1) start from a specification language,
and implement a generic algorithm that can evaluate an expression from this language on a
given input trace. Instead, BeepBeep 3 divides the computation of a result on an input trace
into simple units, called processors.6 Roughly speaking, processors transform an input trace
into another output trace. The desired result is obtained by composing (i.e. piping) the outputs
of a processor into the inputs of another, possibly forming a complex chain.

2http://espertech.com
3http://msdn.microsoft.com/en-us/library/bb397926.aspx
4http://voltdb.com
5http://streambase.com
6Similar to the mathematical concept of transducer.
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The piping of processors can be represented graphically, as Figure 1 illustrates. In this case,
an input trace (of numbers) is duplicated into two copies; the first is sent as the first input of a
2:1 processor labelled “+”; the second is first sent to the decimation processor, whose output is
connected to the second input of “+”. The end result is that output event i will contain the
value ei + eni.

According to this modularity principle, BeepBeep is organized as a simple platform providing
the basic functionalities for creating and connecting processors and handling event buffers. The
rest of the architecture consists of a number of relatively independent, self-contained palettes,
each of which providing a toolbox of predefined processors focusing on a specific purpose. The
end result is a very modular system, where only the necessary palettes can be included by a
user, and where extensions unforeseen by the authors can easily be included in the system.

3.2 No single event type
Many existing RV and CEP tools assume a fixed structure for the events they process; in many
cases, these events are tuples, i.e. maps from names (strings) to scalar values (generally strings or
numbers). BeepBeep 1 already supported richer types of events, in the form of XML documents.
BeepBeep 3 further relaxes these restrictions, and can handle as events any descendent of Java’s
Object class. To this end, BeepBeep divides the processing of an event trace in two parts.

• Trace Manipulation Functions (TMF) are processing units that manipulate events without
accessing their content. A simple example of a TMF would be a processor that returns
every n-th event of an input trace, and discards the others. In such a case, the actual
content of each event is irrelevant.

• Event Manipulation Functions (EMF) are processing units that read or write data to/from
an individual event. Contrarily to TMFs, EMFs are specific to the type of event that is
being manipulated. BeepBeep includes EMFs to manipulate sets, XML documents, tuples,
and allows users to create their own functions for any special event object that needs to
be processed.

This separation between TMFs and EMFs presents the advantage of avoiding the “square
peg in a round hole” problem common to many other RV systems. Instead of trying to fit every
conceivable problem into the single available event type offered by the tool, BeepBeep allows
the user to choose the objects most appropriate for the situation, and use the corresponding
EMFs to access and manipulate their content. In the scenarios where BeepBeep has been used
so far, event types encountered include sets, bitmap images, two-dimensional arrays, XML
documents, Apache log entries, simple Booleans and numbers, Gnuplot input files, tuples,
and IP network packets. In contrast, TMFs are generally agnostic to the type of events they
manipulate. For example, the CountDecimate processor removes every n-th event from an input
stream, irrespective of what these events may be. In other words, TMFs can be considered as
polymorphic stream processors, as opposed to concrete type processors in EMFs.

3.3 No single input language
In the same way, BeepBeep does not impose a unique language to express the properties to be
verified on a trace. Rather, it offers multiple means of creating the desired chain of processors.
A first one is programmatically, by directly instantiating and connecting the Java objects
corresponding to each processor.
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Fork f = new Fork(2);
FunctionProcessor sum =

new FunctionProcessor(Addition.instance);
CountDecimate decimate = new CountDecimate(n);
Connector.connect(fork, LEFT, sum, LEFT)

.connect(fork, RIGHT, decimate, INPUT)

.connect(decimate, OUTPUT, sum, RIGHT);

Figure 2: Java code creating the chain of processors corresponding to Figure 1.

For example, Figure 2 shows the Java code required to create the processor chain of Figure 1.
The first three lines create the three processors that appear in the figure: a Fork that duplicates
the input trace, a FunctionProcessor that computes the pairwise sum of its two inputs, and a
CountDecimate processor that keeps every n-th event (for some unspecified variable n). The
last instruction is a chained call to Connector’s static method connect(). It is responsible for
creating the “piping” between these processors, again following the illustration in Figure 1. For
example, the first (“LEFTmost”) output of the fork is connected to the first (“LEFTmost”) input
of sum. Similarly, the only OUTPUT of decimate is connected to the second (“RIGHTmost”) input
of decimate.

Another way of creating queries is by using BeepBeep’s query language, called the Event
Stream Query Language (eSQL). eSQL is the result of a careful process that went along with
the development of BeepBeep’s processors.

To this end, BeepBeep defines a top-level abstract class called Interpreter. When instanti-
ated, an interpreter is instructed to load a set of grammar rules in Backus-Naur Form (BNF),
generally from some internal text file. The interpreter must also be given a set of instances
of another class called Buildable. Such an object must implement two methods. The first,
appliesTo(), receives a node form a parse tree as an argument, and is expected to return true
if the handling of this node should be done by this instance of Buildable. The second method
is called build(). Its task is to push on the stack the object that is supposed to be built from
the current parse node. In order to do so, method build() most often needs to pop elements
from the stack that have been pushed by the previous action of other Buildable instances.

Equipped with a BNF grammar and a set of Buildable objects, the interpreter is now ready
to parse an expression contained in a text string. It first creates the parse tree corresponding
to that expression, according to the grammar that was loaded beforehand. The next step is
then to build and connect processor instances based on its contents. To this end, the interpreter
instantiates an empty stack of objects, and performs a postfix traversal of the parse tree, using
the Visitor design pattern. The end result is a set of processors that have been instantiated and
piped together through the traversal of a parse tree for a given expression. Once the processor
chain has been created, it is no different from any other group of processors created directly
with Java code.

As one can see, the eSQL grammar is entirely soft-coded. It is loaded at runtime from a
file, and the code for instantiating a chain of processors from a parse tree can be completely
overridden by the user. It allows eSQL to be extended, and ultimately re-designed from scratch,
to become a Domain-Specific Language (DSL).
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3.4 Queries, not properties
Runtime Verification has mostly focused on the evaluation of properties, i.e. assertions that must
hold on a sequence of events. There do exist monitors whose specification language involves
advanced data computing capabilities (numerical aggregation functions, mostly), but they still
compute the answer to what is fundamentally a yes/no question. Yet, if one sees a monitor,
in the broader sense of the term, as a diagnostics tool for discovering and understanding bugs,
then it should provide the possibility to compute results beyond a single Boolean verdict.

In contrast, BeepBeep borrows from the field of Complex Event Processing, and generalizes
the concept of property by allowing the user to compute arbitrary queries on a trace of events.
The result of a query is not necessarily Boolean, and can be an output sequence of data elements
of an arbitrary type. Examples of queries detailed in BeepBeep’s latest technical report include
non-Boolean traces such as the average of a sequence of numerical values over a sliding window,
the detection of peaks in a numerical signal, and the generation of sets of tuples used to produce
two-dimensional plots [11].

4 A Few Use Cases
The current implementation of BeepBeep has been used in a variety of scenarios; which we
shortly describe two of them in the following.

4.1 Video Games
BeepBeep has been used to speed up the testing phase of a system, such as a video game under
development, by automating the detection of bugs when the game is being played [23]. We
take as an example the case of a game called Pingus, a clone of Psygnosis’ Lemmings game
series. The game is divided into levels populated with various kinds of obstacles, walls, and
gaps. Between 10 and 100 autonomous, penguin-like characters (the Pingus) progressively enter
the level from a trapdoor and start walking across the area. The player can give special abilities
to certain Pingus, allowing them to modify the landscape to create a walkable path to the goal.
For example, some Pingus can become Bashers and dig into the ground; others can become
Builders and construct a staircase to reach over a gap.

Equipped with processors for parsing XML events, as well as Linear Temporal Logic (LTL)
and first-order quantifiers, BeepBeep can be used to specify various properties about the expected
behaviour of each Pingu in a level. For example, one can make sure that a walking Pingu that
encounters a Blocker turns around and starts walking in the other direction. As a matter of
fact, this particular property has been the subject of a benchmark at the 2016 Competition on
Runtime Verification.

BeepBeep has been used to successfully monitor properties in a variety of video game types,
ranging from classical arcade games to first-person shooters and 2D platformers.

4.2 Signal Processing
The next scenario touches on the concept of ambient intelligence, which is a multidisciplinary
approach that consists of enhancing an environment (room, building, car, etc.) with technology
(e.g. infrared sensors, pressure mats, etc.), in order to build a system that makes decisions based
on real-time information and historical data to benefit the users within this environment. A
main challenge of ambient intelligence is activity recognition, which consists in raw data from
sensors, filter it, and then transform that into relevant information that can be associated with
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a patient’s activities of daily living using Non-Intrusive Appliance Load Monitoring (NIALM).
Typically, the parameters considered are the voltage, the electric current and the power (active
and reactive). This produces a stream of power readings, where an event consists of a timestamp,
and numerical readings of each of the aforementioned electrical components.

The NIALM approach attempts to associate a device with a load signature extracted from
a single power meter installed at the main electrical panel. This signature is made of abrupt
variations in one or more components of the electrical signal, whose amplitude can be used to
determine which appliance is being turned on or off [12]. An example of query in this context
could be: “Produce a Toaster On event whenever a spike of 1,000 W is observed on Phase 1 and
the toaster is currently off.” This can be done through the use of processors for signal processing
(e.g. peak detection), mixed with finite-state machines and plain arithmetic functions.

5 The Road Ahead
BeepBeep’s goal is to occupy a currently vacant niche among event stream processing engines:
it lies somewhere in between low-level command line scripts for small trace crunching tasks, on
one end, and heavy distributed event processing platforms on the other. The variety of proposed
palettes, combined with a simple computational model, makes it suitable for the definition of
clean and readable processing chains at an appropriate level of abstraction. While top-notch
performance was not the first design goal, iin the use cases where it has been applied, BeepBeep
has shown “fast enough” performance: this means that it can evaluate the queries given to it, at
least as fast as the target system produces input events.

Rather than try to compete with commercial-grade platforms like Storm or Kinesis, BeepBeep
could best be viewed as a toolbox for creating expressive computations within these environments.
As a matter of fact, the development of (straightforward) adapters from BeepBeep to these
environments is currently under way.

Several research problems around BeepBeep’s concepts of processors and event streams are
also left unexplored. For example, BeepBeep currently does not support lazy evaluation; if the
output of an n-ary processor can be determined by looking at fewer than n inputs, all inputs
must still be computed and consumed. Implementing lazy evaluation in a stream processing
environment could provide some performance benefits, but is considered at the moment as a
non-trivial task.

Most importantly, it is hoped that BeepBeep’s palette architecture, combined with its simple
extension mechanisms, will help third-party users contribute to the BeepBeep ecosystem by
developing and distributing extensions suited to their own needs. More than a genuine runtime
monitor, BeepBeep should be seen as a platform that can accommodate a variety of monitoring
algorithms. Thanks to its generic architecture based on modularity and composition, existing
monitors could be encapsulated as special types of processors, and tap into BeepBeep’s broad
range of palettes for upstream and downstream event processing tasks. In time, it is hoped
that BeepBeep will be adopted as a modular framework under which multiple event processing
techniques can be developed and coexist, and that their potential for composition will make the
sum greater than its parts.
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