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Abstract 

In this study, we build a system that is able to estimate the concentration degree of 

students while they are working with computers. The purpose of learning is to gain 

knowledge of a subject and to reach sufficient performance level about the subject. 

Concentration is the key in the successful learning process. But the concept of 

concentration includes some ambiguity and lacks the clear definition form an 

engineering point of view, and it is difficult to measure its degree by observation from 

outside. We in this paper begins with a discussion of the concept of concentration, and 

then a discussion of how to measure it by using standard devices and sensors. The 

proposed system investigates the facial images of students recorded by the PC webcams 

attached to the computers to infer their concentration degree. In this study, we define 

the concentration degree over a short time interval. The value takes continues value 

from 0 to 1, and is determined based on the efficiency of simple work performed over 

the interval. We convert the continuous values into three discrete values: low, middle 

and high. In the first approach in this study, we apply deep learning algorithm with only 

the facial images. In the next, we obtain the data of face moves as a set of time series, 

and run the learning algorithm using both of the data. We explain an outline of the 

methods and the system with several experimental results.  

1 Introduction 

The final achievement performance level is important in learning. Many education technologies have 

been developed to reach higher levels of performance about a subject in a shorter time with less 

efforts. The motivation and willingness of a student to learn, and his/her interest in the content are the 

influential factors to the learning efficiency [9, 12]. High motivation and interest lead to high learning 

efficiency, and lead to the learning success. However, these factors cannot be observed directly 

because they are the mental state of the student. On the other hand, the degree of concentration 
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appears through various types of behaviors of students, such as facial expressions, moves of the body 

parts, voices and so on. When the student is willing to work on an interesting task, he/she is focused 

with high concentration, quiet and calm. Skilled teachers carefully observe these behaviors in the 

classroom to guess students' interests and motivations. 

This research aims to realize this ability of human on the computer by using the machine 

learning techniques. In the engineering view point, concentration is ambiguous and lacks clear 

definition. There is no established method to measure the degree of the concentration. We in this 

paper begins with a discussion of the concept of concentration, and then a discussion of how to 

measure it by using standard devices and sensors. In this study, we define the concentration degree 

over a short time interval of about five seconds. The value takes continues value from 0 to 1, and is 

determined based on the efficiency of simple work, which is typing tasks, performed in the interval. 

We convert the continuous value into discrete values: low, middle and high. The reason for 

discretization is for ease of use and understanding. Studies in [1] define concentration by using 

quantities measured by special devices such as the heart rate meters and the EMGs (electro-

myography). These devices are not common in a daily life and are expensive so that we cannot use 

them in the usual classroom. For these reasons, we adopt the approach that uses only a simple Web 

camera having relatively low resolution.  

1.1 Related Works 

Many different methods [4, 5, 8] are proposed to estimate the emotions of a person. In particular, 

Google provides a tool that can estimates emotions from a facial image and other similar tools are 

available in the Internet. Emotion is usually treated as a combination of several basic elements, such 

as delight, anger, sorrow and pleasure. Typical tools estimate the proportion of these elements in a 

given face image.  Note that there are different opinions how to determine these elements. On the 

other hand, although concentration and emotion include similar views, there is no established view of 

concentration. As far as the authors know, only a few general tools are usable for estimating 

concentration. Thus studies deal with concentration depending on the sensors and purposes. The 

methods in [11, 13] use special devices to get signal and analysis. In particular, accelerometers are 

often used to measure the moves of body parts, and then the concentration degree is estimated from 

movement patterns. Although this method is promising, there is still a problem of where and how 

many accelerometers must be attached to the body. Methods of using heart rate meters and 

electromyography, EMG, have also been studied [1]. The problem is that these sensors are not 

common for use in daily life. For these reasons, this study uses facial expression data from a Webcam 

that can widely use anywhere without cost issues. 

2  Development of System and Experiment 

2.1 Degree of Concentration 

Concentration can be defined from many different perspectives. In a lexicographic sense, 

concentration is a process in which a person puts a lot of attention or energy into a particular task or 

activity. As we can see immediately from this definition, the essential property of concentration 

depends on the task or activity. In this paper, our definition is based on experience in everyday life, 

the efficiency of simple tasks are affected by concentration. We thus adopt a method of defining the 

degree of concentration based on the efficiency of simple tasks, and typing is used as a simple task. 

 The maximum task efficiency is calculated, as shown in the formula (1), by the number of 

characters that can be typed in a certain length of time interval. The current efficiency is defined in a 

similar way using the current number of the typed characters. The concentration degree is defined by 
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the ratio of the maximum to the current as we show in the formula (2). It is important to note that the 

efficiency of typing also depends on worker’s memory. The speed becomes faster when the characters 

to be typed are memorized. This problem is dealt with by devising the experimental method. Another 

essential issue is that typing is not an intellectual task, and does not require intellectual thought and 

decisions. A skilled worker in typing can do the task with a kind of physical reaction. We discuss this 

issue in the conclusion. 

𝑇𝑦𝑝𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑒𝑡𝑡𝑒𝑟𝑠

𝑇𝑖𝑚𝑒
                                (1) 

𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑑𝑒𝑔𝑟𝑒𝑒 =
𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑡𝑦𝑝𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑

𝑀𝑎𝑥 𝑜𝑓 𝑡𝑦𝑝𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑
         (2) 

2.2 Outline of System 

Figure 1 shows an outline of the proposed 

system. The system has two main phases: 

model construction and estimation using the 

model. The dotted line shows a flow in the 

model construction. The model is 

constructed by using the method of 

supervised learning with the training data. 

In the estimation phase, procedures run 

along with the bold lines. We feed a 

sequence of face images over time intervals 

to the model, and then the system estimates 

the concentration degree over the time 

interval. In the both phases, a Web camera 

is the only sensor used in this system. The 

user does not need to wear any sensor with 

him/her.   

2.3 Collecting Training Data 

Collection of training data is accomplished in the following three phases, and the collected data is 

used in the supervised machine learning process. 

(1) Collecting typing data: In this phase, the efficiency of typing is measured to calculate the degree 

of concentration. This phase includes four different sections. In the first section, the participants 

use the input program to get acquainted with the keyboard as well as how to work with the 

system. In the second section, the participants enter the letters that appear on the screen randomly 

within 50 seconds. In order to eliminate the effects of memory, we give random characters in this 

section. In the third section, the participants enter the same way as they did in the previous step. 

However, in this section, the participants are asked to play word-chain games with another person. 

In the final section, the experiment participants continue to input with a condition. They have to 

answer addition, subtraction, and multiplication with random numbers no larger than 50. The last 

two sections are designed to intentionally change the concentration by external disturbances, 

which enables us to collect various degrees of concentration having different face expressions.    

(2) Calculating concentration degree: The maximum performance value is stored for each participant, 

after trying several times of typing.  Since we define concentration over a short time interval, we 

 
 

Figure 1: Outline of System 
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Figure 2: CNN with 2 Branches 
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divide the whole into 5-second intervals. Then using the equation (2), the values of concentration 

degree are in the range from 0 to 1. The value of 1 indicates the maximum efficiency, and 0 

indicates no work. By observation, we divide data into three groups. The three groups includes 

almost the same number of participants as we show in Table 1. The first group is “high 

concentration” group, whose value is in [0.7, 1]. The second group is “middle concentration” 

having the value in [0.4, 0.69], and the other members, having the values less than 0.4, belong to 

“low concentration” group. The distributions of the three classes becomes almost equal, which is 

useful to eliminate the bad effect to the learning algorithm. These classes are associated with the 

corresponding images and used in the supervised learning. 

(3) Collecting face images: We take video shots 5 frames per second simultaneously with the above 

typing data collection. Each concentration degree is calculated for each 5-second interval, all of 

the corresponding 25 images over the interval are labelled with the same concentration degree.   

(4) Calculating head moves: In order to track head movements, we extract the facial landmarks [7] of 

participants. The landmarks distributed on a face. We use three characteristic points, the center of 

nose, and two points in canthus. We calculate three values that represent x-coordinate, y-

coordinate, and z-coordinate in three-dimension space. In each frame, the values of the head 

position in x-coordinate and y-coordinate are taken from values of the point in center of the nose 

and those values are determined in pixels. The value in z-coordinate are specified in centimeters. 

First of all, we calculate the distance between two points in canthus to measure the distance 

between two eyes of each participant by taking a photo of them at the distance of 50 cm from the 

webcam. We estimate the distances of participants’ heads to the webcam by calculating the 

length of the straight paragraph connecting two points in canthus. 

2.4 Training and Building Model 

By using the training data explained 

above, we apply supervised learnings 

with the two types of neural networks. 

Both of them are based on the CNN 

(convolutional neural network) [6].    

 In the first CNN, we use only the 

data of face images by cropping the 

facial area in every frames, 

unnecessary parts are simply 

removed. All of the images are 

resized into 500 x 500 pixels, and 

they are converted to grayscale ones 

before feeding them into the CNN. 

We here use the well-known VGG16 

model [2, 10], which consists of 13 

of 3 x 3 convolution layers and 3 

pooling layers. Convolution layers 

change the resolution from 64 to 512 

through 128 and 256. An input for 

this CNN is 25 images corresponding to the 5 frames of 5 seconds, whose labels are the discretized 

concentration degree. In the fully connected layer, we use the standard Softmax [6] function to get the 

output, which takes one of three labels: high, middle and low concentration.  

The second CNN, shown in Figure 2, takes two types of input data; face images and head moves. 

The head moves is a time series data of real numbers as explained in the above. The first branch of 
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this CNN is the same as the first one, so that it receives the only the same face images as the first 

CNN. The second branch receives the data of head moves. The values are sent to the fully connected 

layer in the figure, and then both branches. The two branches are joined into the final fully connected 

layer. Then the final output is obtained by using the standard Softmax. 

2.5 Experiments 

The purpose of the experiments here is twofold.  First, we show the possibility of estimating the 

degree of concentration with only the data obtained through a simple camera. Second we show the 

possibility of using multimodal data, face images and moves in real numbers. The second type of 

CNN model is prepared to investigate this second purpose. There were total 10 participants in our 

experiments. All of them were male students, which ages from 21 to 27 years old, and they are not 

skilled worker in typing.  The display and keyboard used here were not special but the standard ones. 

Each person was provided with a different account to log into the system. The experiments were 

carried out in a bright and comfortable environment, temperature and humidity were maintained 

within ranges that allow efficient work. There are methods to increase, by several operations on 

images, the training data, but they are not used here. 

In order to confirm the validity of the degree of concentration by this method, all of the situation 

of the experiments was video-recorded, and confirmed by the subjects themselves. We use k-fold 

cross-validation to evaluate the prediction accuracy for unknown data. In this experiment, we set k=5 

because the size of training data is relatively small.  In the first experiment, the expected prediction 

accuracy for unknown data becomes 45%. The second experiment uses the facial images and the head 

moves. The prediction accuracy is improved to 62%. 

3 Conclusions 

This study shows that it is possible to estimate 

the degree of concentration, by using the 

machine learning techniques, with face images 

and derived data from them. The accuracy at 

present is relatively low. The main reason is 

that the number of training data is small and is 

not enough to reach a higher accuracy level. 

We do not use any techniques to increase data 

such as image deformation operations. We are 

planning to expand the training data and 

conduct experiments with it.  

     The graph in Figure 3 shows the change of 

concentration for 70 seconds.  Even if the 

accuracy in each 5-second section is not enough, it is considered to be effective to grasp the general 

situation for the whole. In particular, applying to the learning process of students, it is important to 

understand the situation in relatively longer time intervals. In this sense, short-term accuracy does not 

need to be extremely high. The degree of concentration defined this study is based on simple tasks 

without intellectual ability. It is a future task to verify whether this definition can be applicable to 

intelligent tasks. We also plan to calculate other motion patterns from the images, and to use them in 

the model. Blinks and fine vibration patterns of the bodies and faces are candidates of them. 

We use the word-chain game and some easy calculation to force participants out of their focusing 

state. The shape of their mouths and heads might be different to their state in normal learning time. 

We are thinking about a new method that does not effect on their facial shape but could still make 

 

Figure 3: Changes over Time 
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them out of focusing state, for example, allowing them to listen some kind of music while typing or 

changing the environment around them such as temperature, humidity, etc. In this way, we expect that 

we can get more natural data from participants to improve our system. 

We are going to build our system in raspberry pi 3 to confirm that it is able to run in real-time with 

a weak computer. For the current scale of data, this environment provides enough performance for a 

practical use. We show the possibility of practical applicability in everyday learning environment. 
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