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Abstract

We study the problem of learning the importance of preferences in preference profiles in two impor-

tant cases: when individual preferences are aggregated by the ranked Pareto rule, and when they are

aggregated by positional scoring rules. For the ranked Pareto rule, we provide a polynomial-time algo-

rithm that finds a ranking of preferences such that the ranked profile correctly decides all the examples,

whenever such a ranking exists. We also show that the problem to learn a ranking maximizing the

number of correctly decided examples is NP-hard. We obtain similar results for the case of weighted

profiles when positional scoring rules are used for aggregation.

1 Introduction

Preferences appear in every scenario requiring selecting among several alternatives. When
choosing a restaurant to have dinner at, people consider the menu, price, location, opening
hours, and table size. When selecting a college to attend, students take into account the rank
of the college, the reputation of the department, its location, the faculty, and the cost. When
buying a car, buyers may have in mind safety, fuel economy and size.

To design an effective automated system to help an agent make optimal choices over large
collections of alternatives, one needs a model to represent the agent’s preferences. Explicit
representations are impractical. The sheer number of choices often makes agents unable to
fully specify their preference relation on them. To get around the problem, we rely on concise
implicit preference models. They specify a preference order that captures the agent’s preferences
exactly or, more commonly, offers a good approximation.

There are two key problems here: what expressions to use as preference models, and how
to elicit these models from the users. Both problems have received substantial attention. Re-
searchers developed and studied several preference representation languages [15, 12, 20]1. Some
of these languages, for instance CP-nets, are explicitly designed to support structured pref-
erence elicitation. However, in most cases, eliciting preference models relies on preference
learning. It has been used to build quantitative preference representations based on utility
functions [7, 16, 4, 6, 18], as well as models for pairwise comparisons of choices (the domi-
nance relation) [9, 13, 19], lexicographic orders, strategies and trees [11, 26, 24], and CP-nets
[10, 21, 22, 8, 25, 17].

1These publications offer surveys of preference reasoning and are good sources of additional references.
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We consider a preference model that arranges outcomes into several total preorders, each
characterizing preferences wrt a particular feature, and aggregates these orders into a single
preference preorder based on the importance of the features. For instance, in the car-buying
example one could have several preference orderings according to the safety record, size and
fuel economy, and a relative importance of these factors, where safety may be ranked as most
important, followed by size and fuel economy. Such preference models were considered for
combinatorial domains over multivalued attributes [1, 3, 23]. In that research, preorders based
on preferences on values of individual attributes are aggregated into a single overall preference
order in a lexicographic manner determined by the importance of the attributes. A similar
preference model also arises in the voting setting, where individual preference orders come from
the voters. The voters may have different importance levels expressed by real non-negative
weights, and the votes are aggregated by weighted versions of positional scoring rules [2].

Our goal is to study how to learn such models. We assume that individual orders (or votes)
are known (because they are “natural” and common to all agents, or because they can be elicited
or learned), and we focus only on learning the importance ranks or weights, as appropriate.
For instance, it is reasonable to assume that a typical user prefers higher safety ratings and
better mileage, and that preferences of particular agents in a voting group can be elicited or
accurately predicted (pools of candidates in elections are limited, preferences of voters often
are correlated to their income, education levels, and other demographic factors). However, the
importance of features (safety vs fuel economy) to a user, or the standing of particular voters in
a voting group may be unknown. One way to establish that is by learning. This is the focus of
our paper. More precisely, given a preference profile, that is, a collection of total preorders over
a set of options, and a set of examples reflecting the aggregated preference relation, we want
to determine whether preferences in the profile can be ranked (weighted) so that the resulting
ranked (weighted) profile correctly orders all (or “almost” all) examples in the set.

While learning preferences has been studied extensively, learning importance of preferences
has not yet received much attention. We show that the problems to decide the existence of a
rank or weight assignment so that all examples in the example set were decided correctly is in
P. To this end, we present polynomial-time algorithms for the corresponding two settings that
produce a “witness” rank or weight assignment, if one can be found. However, the problems
asking for assignments maximizing the number of decided examples are harder. We show that
in each setting (ranked and weighted) they are NP-hard, leaving a study of practical algorithms
for these optimization problems for the future.

2 Preliminaries

A preference order (or, simply, a preference) over a set X of options is a total preorder on X.
We denote it by �, possibly with annotations. Each preference � determines two associated
relations: strict preference �, where x � y if and only if x � y and y 6� x, and equivalence
≈ (also called indifference), where x ≈ y if and only if x � y and y � x. The relation ≈ is
an equivalence relation on X and partitions X into equivalence classes, X1, . . . , Xm, which we
always enumerate from the most to the least preferred. Using this notation, we can describe a
total preorder � by the expression X1 � X2 � · · · � Xm. Given such an expression, for every
x ∈ X, we define the satisfaction degree of x in �, written d�(x), as the unique i such that
x ∈ Xi. When we refer to a preference by a letter, say p, we write �p for the corresponding
total preorder and dp for the corresponding satisfaction degree function.

The first class of profiles we consider are ranked profiles. A profile over X is a set of prefer-
ences over X. A ranked profile is a pair (P, r), where P is a profile and r is a ranking function
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that assigns a positive integer (a rank) to every preference in the profile. The preferences with
a lower rank are more important than the preferences with a higher rank. An unranked profile
is a special case of the ranked profile where all preferences have the same rank.

To obtain the collective preorder over options, we will aggregate preferences in ranked profiles
by the ranked Pareto principle [5] which, speaking informally, applies the Pareto rule lexico-
graphically. The rule is defined as follows. For a ranked profile (P, r), and options x, y ∈ X, we
define x �P,r y to hold if

1. x ≈p y (dp(x) = dp(y)) for every preference p ∈ P , or

2. there is a preference p ∈ P such that x �p y (dp(x) < dp(y)) and for every preference
p′ ∈ P such that r(p′) ≤ r(p), x �p′ y (dp(x) ≤ dp(y)).

Intuitively, the ranked Pareto rule considers preferences rank by rank, starting with the lowest
ranked (most important) preferences. If these preferences consistently make an option x at
least as preferred as an option y, and at least one of these preferences makes x strictly more
preferred to y, x is more preferred to y in the entire profile (the Pareto rule applied to this
group of preferences). If some preferences in this group strictly prefer x to y and some other
of them strictly prefer y to x, x and y are incomparable in the profile (again, consistently
with the Pareto rule applied to this group of preferences). Otherwise, the lowest ranked (most
important) preferences do not differentiate between x and y, and we move on to the preferences
of the next rank to see how x and y should be ordered. Thus, the Pareto rule is used at each
level, and levels are treated lexicographically, that is, the first level that distinguishes between
two options determines their order in the entire profile.2

The relation �P,r is a preorder on X. In general, it is not total. We write �, ≈, and | (pre-
serving annotations) for the corresponding strict preference, equivalence, and incomparability
relations.3 If P is an unranked profile, we drop a reference to the ranking function from the
notation and write �P instead of �P,r.

For example, let X = {a, b, c, d} be the set of outcomes, and let us consider the profile over
X consisting of these three preferences:

1: {a, b} � {c, d} 2: {a} � {b, c} � {d} 3: {c, d} � {b} � {a}.

If all preferences have the same rank (the profile is unranked), then the only two outcomes that
are strictly ordered in the aggregated order �P are c and d (we have c �P d). All other pairs
of distinct elements are incomparable. This example shows, in particular, that our aggregation
procedure may produce preorders that are not total.

Next, let us consider a ranking function r that assigns rank 1 to the first two preferences and
rank 3 to the third preference. Now, a �P,r b �P,r c �P,r d, that is all pairs of distinct elements
are strictly ordered. The first two preferences determine this order; the third preference, which
conflicts with it, is ignored as it is less important than the first two. It would only be used if
there were any ties in the order determined by the more important preferences. It is clear that
the ranking function r′ assigning rank 1 to the first two preferences and rank 2 to the last one,
works in the same way as r, that is the orders �P,r and �P,r′ are the same.

Finally, let us consider a ranking function s that assigns rank 1 to the preference 3, rank 2
to preference 1 and rank 3 to the preference 2. Now the third preference is the most important

2The ranked Pareto rule we consider is related to the way lexicographic preference trees order outcomes
[1, 3, 23]. The difference is that lexicographic trees concern combinatorial domains and aggregate preferences of
a particular type, those that are induced by preferences on values of attribute (or issue) domains. Our setting
is more general.

3The first two are defined as for total orders; for the incomparability, we set x | y (x and y are incomparable)
if neither x �P,r y nor y �P,r x holds.
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one and determines almost the entire collective order �P,s. It only leaves the relation between
c and d unresolved. To determine this relation, we look next at the preference 1 (the next in
importance). It does not help as c and d are equivalent in it. We proceed then to the preference
2 (the least important one) and see that it prefers c to d, thus resolving the matter of the order
of c and d in the aggregated order �P,s.

The number of ranks in a ranked profile (P, r) is denoted by range(P, r) = maxp∈P r(p).
For example, the range of the profiles (P, r) and (P, s) in the example above is 3. A ranked
profile (P, r) is gap-free if for every i = 1, . . . , range(P, r), there exists p ∈ P such that r(p) = i.
Clearly, in the example above, the profile (P, r) is not gap-free but the profile (P, r′) is. For a
gap-free ranked profile (P, r), range(P, r) ≤ |P |. Gap-free profiles are as expressive as arbitrary
ranked profiles, as shown by the following result formalizing our observation about profiles
(P, r) and (P, r′) in the example.4

Theorem 1. Let P be a preference profile over a set of outcomes O. For every ranking function
r, there is a ranking function r′ such that (P, r) and (P, r′) define the same total order over O
and (P, r′) is gap-free.

Given a set O of outcomes, an example is an expression 〈x, y,R〉, where x, y ∈ O and
R ∈ {�,≈, |}. An example 〈x, y,R〉 is decided by a ranked profile (P, r) if xRP,ry (that is,
〈x, y,�〉 is decided by (P, r) if x �P,r y, etc). If R ∈ {�, |}, we also say 〈x, y,R〉 is decided on
rank i by (P, r) if for every p ∈ P such that r(p) < i, x ≈p y, and if R = �, x �p y for some
p ∈ P such that r(p) = i, and x �p y for every p ∈ P such that r(p) = i or, if R = |, x �p y
and y �q x for some p, q ∈ P such that r(p) = r(q) = i.

Let P be a preference profile, E a set of examples (we assume P and E are over a set
O of outcomes), and r a ranking function. The ranked profile (P, r) is consistent with E if
(P, r) decides all examples in E. In our example, the profile (P, r) is consistent with E =
{〈a, c,�〉, 〈b, d,�〉} while the profile (P, s) is not. A profile P is consistent with E if there is
a ranking function r such that (P, r) is consistent with E. Thus, the profile P in our running
example is consistent with E = {〈a, c,�〉, 〈b, d,�〉}. If a profile is consistent with a set of
examples, one can always find a ranking function such that the corresponding ranked profile is
consistent with the examples and the range of the ranking function is polynomially bounded.

Theorem 2. Let P be a preference profile and E be a set of examples. If P is consistent with
E, there exists a ranking function r such that (P, r) is consistent with E and range(P, r) ≤
min(|P |, |E|+ 1).

The two problems we will study for ranked profiles can be stated as follows.

rank-consistency: Given a preference profile P and a set E of examples, decide if P is
consistent with E.

A more practical version of the problem, its approximation version, asks for a ranking
function such that the corresponding ranked profile decides at least k examples.

rank-match-many: Given a preference profile P , a set E of examples, and an integer k ≥ 1,
decide if there is a ranking function r such that (P, r) decides at least k examples from E.

In the second part of the paper, we consider quantitative representation of the importance
of preferences. A weighted profile (P,w) is a profile in which every preference p ∈ P is assigned
a non-negative real weight w(p). The preferences with larger weights are more important than
those with smaller ones. Importantly, weights allow us to express quantitatively the difference
in importance, and the magnitude of the weight determines the impact of a preference. In our

4The proofs of this and several other results are omitted due to space requirements.
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study of this setting, we restrict preferences to be strict total orders, that is, votes, and call a
preference profile a voting profile. We use positional scoring rules [2] studied in social choice as
the mechanism to aggregate preferences (votes).5 As we will study positional scoring rules in
the computational setting, we present them in terms appropriate for complexity and algorithm
design considerations. We use the term effective to underscore this.

Definition 1. An effective positional scoring rule F is given by a function f : {(n,m) : n ≥
m ≥ 1} → {0, 1, . . .} such that (1) for every m,m′, if 1 ≤ m < m′ ≤ n then f(n,m) ≥ f(n,m′);
and (2) f can be computed in time bounded by a polynomial in the first argument of f .

Let f be an effective positional scoring rule. Given a vote p over a set O of n outcomes,
which are called candidates in this setting, the score sFp (c) of a candidate c in p is defined by

sFp (c) = f(n, αp(c)), where αp(c) is the position of c in p (the number of candidates ahead of c

in p plus 1). The score of a candidate in a weighted profile (P,w), sFP,w(c), is the weighted sum
of individual scores. Specifically,

sFP,w(c) =
∑
p∈P

sFp (c) · w(p).

The scores in a profile determine a total preorder �F
P,w on candidates; the higher the score,

the more preferred the candidate. We write αF
P,w(c) for the position of a candidate c in that

preorder. Whenever the rule F is clear from the context, we drop it from the notation.
Given an effective positional scoring rule F and a weighted profile (P,w), the preorder �F

P,w

and the position function αF
P,w can be computed in polynomial time (in the size of the profile).

For a voting profile over a set O of candidates, an example is an expression 〈x, y,R〉, where
x, y ∈ O and R ∈ {�,≈}. Since �F

P,w is a total preorder for any effective positional scoring
rule F , we do not allow incomparability examples, as they cannot be satisfied by any weighted
profile. Let (P,w) be a weighted profile and F an effective positional scoring rule. A strict
example 〈x, y,�〉 is decided by (P,w) under F if sFP,w(x) > sFP,w(y), and an equivalence example

〈x, y,≈〉 is decided by (P,w) under F if sFP,w(x) = sFP,w(y). Further, let E be a set of strict
and equivalence examples (over O). A weighted profile (P,w) is consistent with E under F if
all examples in E are decided by (P,w) under F ; and a voting profile P is consistent with E
under F if there exists a weight assignment w such that (P,w) is consistent with E under F .

Let F be an effective positional scoring rule. The two problems discussed above in the
ranked profile setting can be stated as follows for the setting of weighted profiles of votes.

weight-consistency-F : Given a voting profile P and a set of strict and equivalence examples
E, decide if P is consistent with E under F .

weight-match-many-F : Given a voting profile P , a set of strict and equivalence examples
E, and an integer k ≥ 1, decide if there is a weight assignment w such that (P,w) decides at
least k examples from E under F .

3 Learning Ranks of Preferences

3.1 The consistency problem

For the rank-consistency problem, we show that it can be solved by a polynomial time
algorithm. If a profile P is consistent with the examples E, the algorithm finds a ranking

5Positional scoring rules can be extended to preorders and so the restriction to strict total orders is not
critical. We adopt it here for simplicity and leave the general case for the future work.
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function so that all examples are decided by the ranked profile. Moreover, the range of the rank
assignment (the number of different ranks used) is minimized.

Our first result shows that a simple preprocessing allows us to reduce the rank-
consistency problem to the case without equivalence examples.

Proposition 1. Let (P, r) be a ranked profile and 〈x, y,≈〉 be an example. Then 〈x, y,≈〉 is
decided by (P, r) if and only if x ≈p y for every p ∈ P .

Thus, an algorithm to decide the consistency of a profile P with a set E of examples could
first check all equivalence examples. If for some equivalence example 〈x, y,≈〉 ∈ E and some
preference p ∈ P , x 6≈p y then, by Proposition 1, P is inconsistent with E. Otherwise, also
by Proposition 1, for any ranking function r, all equivalence examples are decided by (P, r)
and so the consistency of P with E depends only on the consistency of P with the set of
non-equivalence examples in E.

In view of this observation, from now on we assume that all examples in E involve either
� or | relations. To solve the consistency problem under this assumption, we first describe
an algorithm to determine those preferences that cannot have rank 1 in any ranked profile
consistent with the examples. The algorithm is based on two auxiliary facts that follow directly
from the definitions of the relation �P,r and its derived variants �P,r and |P,r.

Proposition 2. Let (P, r) be a ranked profile and 〈x, y,�〉 an example decided by (P, r). For
every p ∈ P such that y �p x, r(p) > 1.

Proposition 3. Let (P, r) be a ranked profile and 〈x, y, |〉 an example decided by (P, r). If
x �p y holds for every p ∈ P such that r(p) = 1, then for every q ∈ P such that x �q y,
r(q) > 1. Moreover, if y �p x holds for every p ∈ P such that r(p) = 1, then for every q ∈ P
such that y �q x, r(q) > 1.

These results suggest the following method to determine preferences in a given profile P that
cannot have rank 1 under any ranking function r for which (P, r) is consistent with a given set
E of examples. Let U denote the set of all such preferences identified so far (initially empty).
First, let us consider an example 〈x, y,�〉 ∈ E. By Proposition 2, if (P, r) is consistent with E
(and so, decides 〈x, y,�〉), for each preference p such that y �p x, r(p) > 1. Thus, we add p to
U . Once all strict examples in E have been considered, we have that for every ranking function
s, such that (P, s) is consistent with E, {p ∈ P : s(p) = 1} ⊆ P \ U .

We now move on to incomparability examples. Let 〈x, y, |〉 ∈ E. If (P, r) is consistent with
E, (P, r) decides 〈x, y, |〉. Let us assume that x �p y holds for every p ∈ P\U . By the inclusion
above, it follows that x �p y holds for every preference p such that r(p) = 1. By Proposition 3,
for every preference q such that x �q y, r(q) > 1. Similarly, if y �p x holds for every p ∈ P\U ,
for every preference q with y �q x, r(q) > 1, too (also by Proposition 3). Therefore such
preferences q are included in U and we move on to the next incomparability example.

After checking all incomparability examples, we iteratively repeat this process checking all
incomparability examples again. The process terminates when there is no preference added to
U in some iteration. These iterations are necessary because when U is extended (and so, P \U
gets smaller), the condition x �p y, for all p ∈ P \ U , may now hold (similarly for the dual
condition y �p x, for all p ∈ P \ U), and an incomparability example that has not “pushed” a
preference out of rank 1 before, may do so now.

We call this algorithm NotTopRanked . Its formal description follows (P is a given preference
profile and E is a given set of examples).

1. U = ∅.
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2. For each 〈x, y,�〉 ∈ E: if y �p x, for some p ∈ P , U = U ∪ {p}.
3. Loop until no change in U

(a) For each 〈x, y, |〉 ∈ E,

i. if x �p y for every p ∈ P\U , U = U ∪ {q : q ∈ P, x �q y}.
ii. if y �p x for every p ∈ P\U , U = U ∪ {q : q ∈ P, y �q x}.

4. Return U .

Since U is expanded by at least one preference in each iteration, there are at most |P | iterations.
Thus, the algorithm terminates and runs in polynomial time. The algorithm NotTopRanked
plays a key role in deciding the rank-consistency problem. Here are some useful properties
of this algorithm.

Proposition 4. Let P be a preference profile, E be a set of strict and incomparability examples,
and U = NotTopRanked(P,E). For every ranking function r such that (P, r) is consistent with
E, r(p) > 1 for every p ∈ U .

Proposition 4 establishes the fundamental property of the set U returned by the algorithm
NotTopRanked : it consists of preferences in P that do not have rank 1 under any rank function
r such that (P, r) is consistent with E.

Proposition 5. Let P be a preference profile and E a set of strict and incomparability examples.
If P = NotTopRanked(P,E), P is inconsistent with E.

This result gives a condition allowing us to determine that the rank-consistency problem
has the negative answer (no ranking function r exists such that (P, r) is consistent with E).

Proposition 6. Let P be a preference profile, E a set of strict and incomparability examples,
and U = NotTopRanked(P,E). For every example 〈x, y,R〉 in E, either x ≈P\U y or xRP\Uy.

This result allows us to reduce the rank-consistency problem for P and E to its version
for the set U of preferences and the set of all examples not decided by preferences in P \ U ,
and to proceed by recursion. Namely, if U 6= P (otherwise, the problem has no solution by
Proposition 5), we assign rank 1 to the preferences in P\U . If xRP\Uy holds for every example
〈x, y,R〉 in E, (P, r) is consistent with E, where r is a ranking function such that r(p) = 1 for
every p ∈ P\U and r(p) = 2 for every p ∈ U . Otherwise, some examples in E are not decided
by P \ U . By Proposition 6, for outcomes x and y in each such undecided example we have
x ≈p y, for every p ∈ P \U . It follows that P is consistent with E if and only if U is consistent
with the set E′ of examples in E undecided by P \ U . Thus, we can recurse.

The formal description of the algorithm follows. We call it Rank(P,E, r). It returns false
if P is not consistent with E, and returns true, otherwise. In this latter case, it also sets r to
be a ranking function r such that (P, r) is consistent with E.

1. If E = ∅, set r(p) = 1 for each p ∈ P and return true.

2. If P = ∅, return false.

3. Set U = NotTopRanked(P,E), and E′ = {e = 〈x, y,R〉 : e ∈ E, x ≈P\U y}.
4. If U = P , return false.

5. If Rank(U,E′, r′) = false, return false.
Otherwise, set r(p) = 1 for all p ∈ P\U and r(p) = r′(p) + 1 for all p ∈ U ; return true.
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Clearly, the algorithm Rank runs in polynomial time. Its correctness is stated in the following
result.

Theorem 3. Let P be a preference profile and E be a set of strict and incomparability examples.
If P is consistent with E, then Rank(P,E, r) returns true and (P, r) is consistent with E. If
P is inconsistent with E, then Rank(P,E, r) returns false.

Moreover, if a preference profile P is consistent with a set E of examples, the ranking
function computed by the algorithm Rank minimizes the number of ranks.

Theorem 4. Let P be a preference profile and E be a set of strict and incomparability examples.
If Rank(P,E, r) returns true, range(P, r) ≤ range(P, r′) for any ranking function r′ such that
(P, r′) is consistent with E.

Based on Theorems 4 and 2, the ranking function r computed by the algorithm Rank has at
most min(|P |, |E|+ 1) ranks and each rank except the lowest one decides at least one example.

3.2 The optimization problem

If a preference profile is inconsistent with a set of examples, i.e., for no ranking function the
corresponding ranked profile decides all examples, it becomes important to find a ranking
function so that the corresponding ranked profile decides as many examples as possible. This
problem is an optimization version of the rank-match-many problem which we discuss now.

Theorem 5. The rank-match-many problem is NP-complete.

Proof. The problem is in NP as for every preference p ∈ P , we can guess its rank r(p) (and
all these ranks can be chosen from the set {1, . . . , |P |} according to Theorem 1), and then
verify in polynomial time whether the ranked profile (P, r) decides at least k examples from E
(exploiting the fact that dominance testing in ranked profiles is a polynomial-time task).

For the hardness part, we reduce from the vertex cover problem in graphs, which is known
to be NP-complete [14]. Let G = (V,E) be an undirected graph. A set V ′ ⊆ V is a vertex cover
of G if every edge in E is incident to at least one vertex in V ′. Given a graph G and an integer
k ≤ |V |, the vertex cover problem is to decide whether G has a vertex cover of size at most k.

Let G = (V,E) be an undirected graph with n vertices and m edges (that is, n = |V |
and m = |E|). We denote by Ev the set of edges in E incident to v in G. For every e ∈ E,
we introduce n + 1 copies of e, say e1, . . . , en+1. We denote that set by Ce. Finally, we also
introduce one more object, say c, different from all elements in V ∪

⋃
e∈E Ce. We now define a

set O of outcomes, a profile P over O, and a set A of examples over O by setting

O = V ∪
⋃
e∈E

Ce ∪ {c}, P = {
⋃

e∈Ev

Ce � v � REM : v ∈ V } ∪ {c � REM }, and

A = {〈c, v,�〉 : v ∈ V } ∪ {〈x, c,�〉 : x ∈ Ce, e ∈ E}.

We adopt the convention to write REM as the last option in a preference. By default, REM
stands for the set of all outcomes not included in the more preferred options. We will denote
each preference

⋃
e∈Ev

Ce � v � REM , v ∈ V , by pv, and the preference c � REM by pc.
Clearly, A consists of n+m(n+ 1) examples. Let k ≤ n. We claim that G contains a vertex

cover V ′ such that |V ′| ≤ k if and only if there exists a ranking function r on preferences in P
such that the ranked profile (P, r) decides at least m(n+ 1) + n− k examples.
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(⇒) Let V ′ be a vertex cover for G and |V ′| ≤ k. We define the ranking function r on P by
setting

r(pv) =

{
1 if v ∈ V ′

3 if v ∈ V \V ′

and r(pc) = 2.
Let us consider an example 〈x, c,�〉, for some x ∈ Ce and e ∈ E. Since V ′ is a vertex cover

of G, there is a vertex v ∈ V ′ such that e ∈ Ev. Thus, dpv (x) = 1 and r(pv) = 1. Since for
every p ∈ P with r(p) = 1, dp(c) = 3 and dp(x) ≤ 3, the example 〈x, c,�〉 is decided by (P, r).

Next, let us consider an example 〈c, v,�〉, where v ∈ V . If v ∈ V ′, the ranked profile (P, r)
does not decide 〈c, v,�〉. Indeed, r(pv) = 1, dpv (v) = 2 and dpv (c) = 3. Thus, c 6�P,r v. On
the other hand, if v /∈ V ′, then r(pv) = 3. Moreover, r(pc) = 2, dpc

(c) = 1, dpc
(v) = 2, and for

every other preference p (it is of the form pw for some w ∈ V , w 6= v), dp(v) = dp(c). Thus, the
ranked profile (P, r) decides 〈c, v,�〉.

It follows that the ranked profile (P, r) decides n+m(n+1)−|V ′| examples. Since |V ′| ≤ k,
(P, r) decides at least n+m(n+ 1)− k examples, as claimed.

(⇐) Let us assume that r is a ranking function such that (P, r) decides at least m(n+1)+n−k
examples. If there is e ∈ E and x ∈ Ce such that (P, r) does not decide 〈x, c,�〉, then (P, r)
does not decide any of the examples 〈y, c,�〉, where y ∈ Ce. Thus the number of examples
decided by (P, r) is at most n+m(n+ 1)− (n+ 1) < n+m(n+ 1)− k, a contradiction.

It follows that (P, r) decides all examples 〈x, c,�〉, where e ∈ E, x ∈ Ce. Moreover, (P, r)
decides at least n − k examples 〈c, v,�〉, where v ∈ V . Let V ′ consist of all elements v ∈ V
such that (P, r) does not decide 〈c, v,�〉. By our observation, |V ′| ≤ k. We will show that V ′

is a vertex cover for G.
Let us consider an edge e ∈ E and x ∈ Ce, and let v and w be the two endpoints of e. Since

(P, r) decides 〈x, c,�〉, and c �pc
x, it follows that there is a preference pu, for some u ∈ V ,

such that x �pu c and r(pu) < r(pc). It follows that u = v or u = w. Without loss of generality,
we may assume that u = v. Thus, r(pv) < r(pc) and x �pv v �pv c. Since for all preferences
p other that pv and pc, v ≈p c, v �P,r c, that is, (P, r) does not decide the example 〈c, v,�〉.
Thus, v ∈ V ′. It follows that V ′ is a vertex cover for G.

The results in this section are the first steps towards practical rank-learning algorithms.
They provide insights into the complexity of the problems. In particular, the complexity of
the rank-match-many problem implies that computing rankings maximizing the number of
decided examples is NP-hard. Nevertheless, techniques such as Boolean satisfiability checking,
answer-set programming or constraint satisfaction might prove effective in handling it, and fast
approximation techniques may be possible, too. We leave these questions for future work.

We also note that if k is fixed, the problem can trivially be decided in polynomial time by
solving the rank-consistency problem for every set of examples with size k. Whether faster
methods exist (in particular, of order independent of k, which would imply fixed-parameter
tractability of the problem) is another direction for future work.

4 Learning Weights for Voting

Next we consider the learning problems for voting profiles with an effective positional scoring
rule as the aggregation method. In a weighted voting scenario, each vote is a strict total order,
and a candidate receives scores from every vote based on its position in the vote and on the
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weight of the vote. The weights are represented by numerical values and we consider both real
and integer weights in our work.

4.1 The consistency problem

Theorem 6. For any effective positional scoring rule F , the weight-consistency-F problem
is in P (both when weights are allowed to be reals and when they are restricted to be integers).

Proof. This problem can be modeled as a linear programming problem. We construct a linear
program over variables wp, p ∈ P , and ε. Variables wp, p ∈ P , are meant to represent the
weights we seek.

For every example 〈a, b,�〉, we include in the program the linear inequality

Σp∈Pwpsp(a) ≥ Σp∈Pwpsp(b) + ε,

and for every example 〈a, b ≈〉, similarly, we include the inequalities

Σp∈Pwpsp(a) ≥ Σp∈Pwpsp(b) and Σp∈Pwpsp(b) ≥ Σp∈Pwpsp(a).

We also include in the program the inequalities wp ≥ 0, for every p ∈ P , 0 ≤ ε and ε ≤ 1. We
take ε as the objective function and we want to maximize it.

If P is consistent with E under F , there is a solution for this linear program with ε satisfying
0 < ε ≤ 1. Thus, an optimal solution also has a positive ε. Conversely, if an optimal solution
for the linear programming problem has a positive ε, the profile P is consistent with examples
in E under F . It is also clear that if the linear programming problem has no solutions or if the
optimal solution has ε = 0, P is inconsistent with E under F . Thus, the consistency of P with
E can be decided by solving the linear programming problem we constructed.

The linear programming problem can be solved in polynomial time. Therefore, the consis-
tency problem can be decided in polynomial time. Moreover, if the answer is yes, there is a
rational solution to the LP problem (as the coefficients are integers) and so, a rational weight
assignment showing the consistency of P . Thus, also an integer weight assignment showing the
consistency of P exists (it can be obtained by scaling up the rational weight assignment).

This result has a corollary limiting the size of the weights, in the case when a profile is
consistent with a set of examples.

Corollary 1. Given a set P of votes, a set E of strict and equivalence examples, and an effective
positional scoring rule F , if P is consistent with E under F , then there exists an integer weight
assignment w such that (P,w) decides E under F and the size of the representation of all
weights w(p) is polynomial in the size of the input.

Proof. From Theorem 6, we know that we can decide whether P is consistent with E, and
compute an integer weight assignment w in polynomial time in the size of the input. Thus, the
size of the representation of all weights w(p) is polynomial in the size of the input.

4.2 The optimization problem

In this section, we consider the optimization problem for voting profiles, which decides whether
a voting profile can be weighted to decide at least k examples.

We first discuss a simple instance of the optimization problem where the positional scoring
rule is veto, the number of votes is equal to the number of candidates and every candidate is
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placed at the last (lowest) position by exactly one vote. Under veto, every candidate gets one
point from a vote except the candidate placed at the very end of that vote. The veto rule can
be formally defined by the function f such that f(n,m) = 1 for every n ≥ 1 and 1 ≤ m < n,
and f(n,m) = 0 for every n ≥ 1 and m = n. Given a set O of candidates, we use O \{c} � c to
denote the vote over O that positions the candidate c at the end and the remaining candidates
in an arbitrary order.

To prove the complexity of the optimization problem for this special voting profile, we need
a result bounding the size of weights for the profile.

Proposition 7. Let O be a set of candidates and P = {O \ {c} � c : c ∈ O} a profile over
O. If E is a set of strict and equivalence examples over O such that some total preorder on O
is consistent with E, then there is a weight assignment w such that (P,w) is consistent with E
under the veto rule, and for every p ∈ P , w(p) ≤ |O|.

We use this result to prove that the optimization problem for this special voting profile
under veto is NP-complete.

Theorem 7. The following problem is NP-complete: Given a set of candidates O, a set of
votes P = {O \ {c} � c : c ∈ O}, a set of strict and equivalence examples E over O, and an
integer k, 1 ≤ k ≤ |E|, decide whether there is a subset E′ of E such that |E′| ≥ k and P is
consistent with E′ under the veto rule.

This theorem is a stepping stone to establishing the complexity of the optimization problem
under a general effective positional scoring rule.

An effective positional scoring rule F is called trivial if f(n,m) = f(n,m′) for every 1 ≤
m,m′ ≤ n. The optimization problem is in P under a trivial effective positional scoring rule
since every candidate gets the same score no matter how to assign the weights to votes. For
any non-trivial effective positional scoring rule, the optimization problem is NP complete.

Theorem 8. The weight-match-many-F problem is NP-complete for every non-trivial ef-
fective positional scoring rule F .

Proof. The problem is in NP because we can guess a weight assignment w of size polynomial
in the size of input (cf. Corollary 1), compute the scores of every candidate, and use these
scores to verify whether at least k examples are decided. As each of the latter two tasks can be
accomplished in polynomial time, the membership in NP follows.

For the hardness part, we use a reduction from the problem in Theorem 7. In that problem
we are given a set O of n candidates, a set P = {pc : c ∈ O} of votes, where pc = O \ {c} � c, a
set E of strict and equivalence examples, and an integer k; the objective is to decide whether
there is a weight assignment w such that at least k examples from E are decided by (P,w)
under the veto rule.

We construct the sets O′ and E′ of candidates and examples by setting O′ = O and E′ = E.
Next, for each c ∈ O, we fix an enumeration c1, . . . , cn−1 of elements in O \{c} and define votes
pic, i = 1, . . . , n− 1 by setting

pic = ci � . . . � cn−1 � c1 � . . . � ci−1 � c.

Finally, we define Pc = {pic : i = 1, . . . , n− 1} and P ′ =
⋃

c∈O Pc. We will show that there is a
weight assignment w on P such that at least k examples in E are decided by (P,w) under the
veto rule if and only if there is a weight assignment w′ on P ′ such that at least k examples in
E′ (= E) are decided by (P ′, w′) under the rule F .
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(⇒) Let w be a weight assignment for P such that at least k examples in E are decided by (P,w)
under the veto rule. Clearly, for every x ∈ O, svetoP,w (x) = W − w(px), where W =

∑
c∈O w(pc).

We now define a weight assignment w′ on P ′. Namely, for every p ∈ Pc, we set w′(p) = w(pc).
Clearly,

sFP ′,w′(x) =
∑
c∈O

sFPc,w′(x).

Since x appears in the last position (position n) in every vote in Px, and since each of these
votes has the same weight w(px),

sFPx,w′(x) =
∑
p∈Px

αnw(px) = (n− 1)αnw(px)

where we denote f(n,m) by αm. For every c ∈ O \{x}, x appears exactly once in each position
i, 1 ≤ i ≤ n− 1, in votes from Pc. Since each of these votes has the same weight w(pc),

sFPc,w′(x) = (α1 + · · ·+ αn−1)w(pc)

Thus,

sFP ′,w′(x) =
∑
c∈O

sFPc,w′(x) = (n− 1)αnw(px) +A
∑

c∈O,c6=x

w(pc)

= (n− 1)αnw(px) +A(W − w(px)) = AW − (A− (n− 1)αn)w(px),

where we denote α1 + · · ·+ αn−1 by A (and we recall that we defined W =
∑

c∈O w(pc)).
We now observe that since F is non-trivial, A − (n − 1)αn > 0. Consequently, for every

x, y ∈ C,
svetoP,w (x) > svetoP,w (y) if and only if sFPc,w′(x) > sFPc,w′(y).

Since (P,w) decides at least k examples in E (under the veto rule), (P ′, w′) decides at least k
examples in E′ (= E) under the rule F .

(⇐) Let w′ be a weight assignment on P ′ such that at least k examples in E′ (= E) are decided
by P ′ under F . Let E′′ ⊆ E be the set of examples that are decided by (P ′, w′) under F .
It follows that the preorder �F

P ′,w′ is consistent with E′′. By Proposition 7, there is a weight
assignment w on P such that (P,w) is consistent with E′′ under veto. In other words, (P,w)
decides at least k examples in E under veto.

As in the ranked setting, our results here are the first step towards weight learning. They
provide an understanding of the complexity of the basic decision problems but leave an open
question whether learning weight assignments to preferences can be implemented in ways that
would be effective in practice.

5 Conclusions

In this work, we studied the problem of learning the importance of preferences in a preference
profile based on a set of examples. We investigated two preference settings here. In one of
them, preferences are ranked and are aggregated by the ranked Pareto principle, in the other
they are weighted and aggregated by positional scoring rules. We proved that in each of these
settings, one can decide in polynomial time whether a rank/weight assignment exists such that
all examples are decided by the corresponding ranked/weighted profile. For the ranked profile
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we have described an algorithm based on a procedure that identifies preferences that cannot
have rank 1. The basic idea to solve the weight assignment problem is to cast it in linear
programming. We also considered the optimization versions of the problems, where the goal is
to find rank/weight assignments maximizing the number of decided examples. For both settings
we proved that the decision versions of the optimization problem are NP-complete.

Our work opens several directions for future work. First, it brings up the key problem of
whether practical rank/weight learning algorithms are possible. In the future, we will study
both exact optimization algorithms by exploiting satisfiability and answer-set programming
solvers. We will also investigate fast heuristic algorithms to learn good rank/weight assignments.
Another problem of interest is to extend the results of this paper to the case of conditional
preferences. Finally, we note that in our study we assume that all examples are given up-front.
The active learning setting, when we query users for preferences as we learn the model (ranks
and weights in our case) is another possible direction for further research.
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