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Abstract 

The American commercial airline industry is a crucial part of United States 

infrastructure and is so large and widespread that it affects all of its citizens in one way 

or another. There are many moving pieces involved in this industry, but we believe that 

we can make a significant impact when it comes to forecasting future passenger 

throughput. We look to utilize machine learning to create a prediction model which can 

eventually be used by the Department of Homeland Security to improve security and 

overall customer experience at airport terminals. The results of this study show that a 

polynomial regression model can provide utility as well as predictions with an acceptable 

margin of error. 

1 Introduction 

The commercial aviation industry is a core part of the American economy having over 1.057 billion 

annual passengers at its peak in 2019 [1]. One of the many considerations that come with this massive 

number of passengers is the need for reliable passenger throughput forecasting. Forecasting in this case 

can aid not only with revenue but also in aspects of security, staffing, and overall customer experience. 

We seek to utilize machine learning to develop a polynomial regression model that is trained on readily 

available past data to predict future passenger throughput. 

1.1 Purpose 

Before diving into the data, problem, and solution, we must first explain why we want to predict 

passenger throughput. The Department of Homeland Security (DHS) and the Transportation Security 

Administration (TSA) provide security at American airports through various means. We focused on one 

of these, which are the TSA checkpoints found at terminals. At these terminals, TSA Agents provide 

“screening procedures [which are] intended to prevent prohibited items and other threats to 

transportation security from entering the sterile area of the airport and are developed in response to 

 
* Corresponding author: Jiang Guo, jguo@calstatela.edu 

EPiC Series in Computing

Volume 91, 2023, Pages 146–154

Proceedings of 38th International Confer-
ence on Computers and Their Applications

A. Bandi, M. Hossain and Y. Jin (eds.), CATA2023 (EPiC Series in Computing, vol. 91), pp. 146–154



information on threats to transportation security” [2]. These checkpoints are manned by varying 

amounts of TSA Agents throughout the day, depending on scheduling. We believe that integrating a 

polynomial regression model alongside existing tools could help the DHS and TSA to properly employ 

and schedule the necessary agents to accommodate the fluctuations of passengers throughout the days. 

2 Dataset 

The TSA collects data from these checkpoints and provides it for viewing on their website under 

the Freedom of Information Act (FOIA) as can be seen in  Figure 1. There are various forms of 

information provided, but we focus on the weekly reporting of passenger throughput available in PDF 

format [3].  

 

 
 Figure 1: TSA's FOIA Reading Room 

The data provided gives passenger throughputs at checkpoints across airport terminals in 

chronological order throughout the week. For this research, we used data from LAX’s “Terminal 1 – 

Passenger” from 2015 – 2019. 

2.1 Data Engineering 

The data isn’t usable directly in its original format, an example of which is shown below. 
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Figure 2: TSA FOIA PDF sample 

Some data engineering is required. To begin, we must first convert the PDFs into CSV format using 

a converter tool as working with CSVs is much easier. After that, we must remove redundant 

information. The data is organized by date, hour, airport, city, state, and terminal along with throughputs. 

Essentially, all we need are the dates, hours, checkpoints, and throughputs. From the dates, we then 

extrapolate the days of the week and the week numbers to have as additional features when training our 

machine learning model. Finally, we separated and aggregated the data by checkpoint. 
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3 Polynomial Regression Model 

The model we are proposing to use is a type of supervised learning model called a polynomial 

regression, which is essentially a regression model with a higher order or degree. We use this type of 

regression model because the output can’t be properly captured with a straight line. Passenger 

throughput has peaks and valleys throughout the day so we need a model that can follow these trends 

which almost look like a sine-like function. 

3.1 Overfitting 

The concept of overfitting must be carefully considered when dealing with machine learning. This 

is especially the case with polynomial regression because if the degree is too high, the model becomes 

“too trained” on the sample data which inevitably leads to inaccurate predictions. However, we are 

looking to capture hourly, daily, and weekly trends in this case. Because of this, we do want overfitting 

to a degree. 

3.2 One Hot Encoding 

There is some preprocessing to be done before we can implement our polynomial regression model. 

First, we use one hot encoding to convert the features from categorical to discrete as most machine 

learning libraries don’t play well (if at all) with categorical features. We use the Python library “sklearn” 

to access “OneHotEncoder” [4]. A sample of the code to extract out “dummy” features from a feature 

column is shown in the figure below. 

 

 
Figure 3: Python code using OneHotEncoder 

With one hot encoding, we convert each unique feature type into its own type, expanding the number 

of features from 4 to 85. An example of a datapoint expanded through one hot encoding would be: 

throughput for the Sunday of the 2nd week at 12:00 becoming a datapoint with the feature columns 

Sunday, Week 2, and 12:00 having a 1 (true) while the rest have 0s (false). See Figure 4 for an expanded 

DataFrame. 
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Figure 4: DataFrame after using OneHotEncoder 

3.3 Principal Component Analysis 

Next, we look to reduce the number of features with dimensionality reduction. With the expanded 

number of features, the model’s complexity and runtime increase. Complexity is crucial with machine 

learning due to the large amounts of data being used as input. To decrease the (already high) complexity 

of a polynomial regression model, we use a form of dimensionality reduction called Principal 

Component Analysis (PCA). PCA is ideal in this situation because it allows us to capture and retain 

information from the original 85 features while reducing the overall number. Again, we use sklearn to 

access PCA [5] to find the optimal number of features and apply it to our data. 

First, we determine the optimal number of features to reduce to. We can do this by graphing the 

relationship between the cumulative explained variance and the number of components (features) as 

seen in Figure 5 and Figure 6. 

 

 
Figure 5: Python code to show the PCA explained variance ratio 

Using Machine Learning to Predict Airport Passenger Throughput S. Yi and J. Guo

150



 
Figure 6: Graph showing the PCA explained variance ratio 

As seen above, there are a couple approximate points of interest: 6, 26, and 77. At each of these 

points, the rate of increase of cumulative explained variance decreases. Obviously, capturing as much 

explained variance as possible is ideal but it comes at the cost of added complexity. After some manual 

benchmarking, we determined that 25 was the optimal number of components. Once the 25 new 

components are created with PCA as demonstrated below, they can then be used with the polynomial 

regression model. 

 

 
Figure 7: Python code using PCA 

3.4 Implementation 

Implementation of the polynomial regression model is relatively simple due to sklearn. We simply 

need to choose the number of degrees and then use the classes PolynomialFeatures [6] and 

LinearRegression [7]. To determine the optimal number of degrees, we again did manual benchmarking 

which consisted of repeatedly increasing the degree by one and running the model. There was a decrease 

in accuracy moving from 2 to 3, so we decided on using 2 degrees. See Figure 8 for the implementation 

of the polynomial regression model. 
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Figure 8: Python code using PolynomialFeatures and LinearRegression 

3.5 Evaluation 

To measure the accuracy of our model, we use Root Mean Squared Error (RMSE). To provide 

context for this metric, we divide it by means of the actual throughputs (of 2019) to obtain Relative 

Root Mean Squared Error (RRMSE) percentages. Again, we used sklearn to access 

“mean_squared_error” [8] to calculate the RMSE. See the figure below for an example of that code. 

 

 
Figure 9: Python code using mean_squared_error 

 

With this model, we achieve an overall RMSE of 146.143 and an RRMSE of 21.225% for 2019’s 

data. To highlight the utility of this model, see the figure below which compares the actual throughputs 

and predictions from 12/24/2019 – 12/31/2019 with an RMSE of 138.367 and RRMSE of 20.360%. 
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Figure 10: Graph comparing actual vs. predicted values from 12/24/2019 - 12/31/2019 

4 Conclusion 

Although this model doesn’t capture all of the spikes that real-world data comes with, it does capture 

overall passenger throughput trends. The main strength of using a polynomial regression model comes 

from the ability to predict specific dates or ranges that tend to be harder to forecast due to shifting dates 

year-to-year. A prime example is shown in above in Figure 10. We feel that using a polynomial 

regression model to predict future passenger throughput alongside existing DHS and TSA tools can 

greatly benefit everyone, from those providing security at terminal checkpoints to everyday passengers. 

This research can be extended by integrating this model into an internal facing application for use by 

the DHS and TSA. 
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