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Abstract 
Diabetic retinopathy (DR) is a complication of diabetes mellitus that causes retinal 

damage that can lead to vision loss if not detected and treated promptly. The common 
diagnosis stages of the disease take time, effort, and cost and can be misdiagnosed. In 
the recent period with the explosion of artificial intelligence, deep learning has become 
the most popular tool with high performance in many fields, especially in the analysis 
and classification of medical images. The Convolutional Neural Network (CNN) is 
more widely used as a deep learning method in medical imaging analysis with highly 
effective. In this paper, the five-stage image of modern DR (healthy, mild, moderate, 
severe, and proliferative) can be detected and classified using the deep learning 
technique. After cross-validation training and testing on the corresponding 5,590-image 
dataset, a pre-MobileNetV2 training model is proposed in classifying stages of diabetic 
retinopathy. The average accuracy of the model achieved was 93.89% with the 
precision of 94.00%, recall 92.00% and f1-score 90.00%. The corresponding thermal 
image is also given to help experts for evaluating the influence of the retina in each 
different stage. 
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1 Introduction 
Nowadays, healthcare becomes one of the top concerns, and the early detection and early 

treatment of diseases become crucial. Diabetes is a disease that increases the amount of glucose in the 
blood caused by a lack of insulin [1]. Diabetes affects organs such as the retina, heart, nerves. 
Diabetic Retinopathy (DR) is a complication of diabetes that causes the blood vessels of the retina to 
swell and to leak fluids and blood [2]. The patient can lose sight if the disease changes badly. Retinal 
screening is necessary for diabetic patients for timely treatment at an early stage. The stages of the 
disease consist of four stages: mild nonproliferative, moderate nonproliferative, severe 
nonproliferative, proliferative. 

In the first stage, there will be balloon-like swelling in small areas of the blood vessels in the 
retina. In the second stage, known as moderate nonproliferative retinopathy, some of the blood vessels 
in the retina will become blocked. In the third stage, severe nonproliferative retinopathy brings with it 
more blocked blood vessels, which leads to areas of the retina no longer receiving adequate blood 
flow. Without proper blood flow, the retina can't grow new blood vessels to replace the damaged ones 
[3]. The fourth stage or the final stage is known as proliferative retinopathy. This is the advanced 
stage of the disease. Additional new blood vessels will begin to grow in the retina, but they will be 
fragile and abnormal. Because of this, they can leak blood which will lead to vision loss and possibly 
blindness.  Diagnosis using the naked eye is prone to misdiagnosis and requires more experience and 
effort. Automated diagnostic methods may save more cost and time and effective than normal 
diagnosis methods. 

Recent research evaluating DR automated method uses deep learning to detect and classify DR. 
Liu et al. created a weighted paths CNN called WP-CNN to classify referable DR images in a private 
dataset with the accuracy (ACC) of 94.23% [4]. Das et al. proposed two independent CNNs to 
classify the images into normal or DR images with the ACC of 98.7% on the DIARETDB1 dataset 
[5]. Kassani, S.H et al. created a weighted paths CNN to classify referable DR images in an APTOS 
2019 with the ACC of 83.09% [6]. Mobeen-ur-Rehman et al. proposed a simple CNN to detect the 
DR stages of the Messidor dataset with an excellent ACC of 98.15% [7],[8]. Zhang et al. proposed a 
method to detect the DR stages of their private dataset with the ACC of 96.5% [9]. They fine-tuned 
InceptionV3, ResNet50V2, Xception, InceptionResNetV2, and DenseNets then combined the 
strongest CNNs [9 - 14]. Zhang, W.; Zhong et al proposed four independent CNNs to classify the 
images' private dataset with the ACC of 96.5% [27]. 

In this study, the MobileNetV2 model is proposed in classifying the stages of diabetic retinopathy 
with four disease stages and healthy cases using pre-training models. 

2  Methodology 

2.1 Dataset 
The dataset that is used in this study is an open-source dataset on the Kaggle Database [15]. This 

is the data of an APTOS 2019 Blindness Detection competition on Kaggle. A large dataset is provided 
with a set of retinal images taken using fundus imaging under different conditions. Doctors will 
evaluate each image of the severity of diabetic retinopathy on a scale of 0 to 4: 0 – No_DR, 1 - Mild, 
2 - Moderate, 3 - Severe, 4 - Proliferative DR. Like any dataset collected in a real-world environment,  
it is going to be had a disturbance. Images may contain false, out-of-focus, low-light, or oversized 
information. Images collected from many different clinics using a variety of imaging equipment over 
long periods will create many other variations of the input images. 
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 The dataset used included 5,590 images corresponding to five different stages of diabetic 
retinopathy. This dataset consisted of 2,409 No_DR, 744 mild, 1,511 moderate, 401 severe, and 525 
cases of proliferating DR. 60% of datasets are used for training, 20% for validating, and 20% for 
testing. All shapes are resized to a size of 224× 224 pixels to fit the model. Table 1 presents the 
number of images for training, validating, and testing.  

Figure 1 represents training data corresponding to the five stages of diabetic retinopathy. The 
illustration images of each stage are shown Figure 2. 
 

 

Stage Training Validation Testing Total 
No_DR 1805 302 302 2409 
Mild 370 187 187 744 
Moderate 999 256 256 1511 
Severe 193 104 104 401 
Proliferate DR 295 115 115 525 

Table 1: Data distribution for training, validation and testing 

 

Figure 2: The illustration images of five stages in the dataset 

Figure 1: Training data 
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2.2 Preprocessing Data 
The training data is not balanced as shown in Figure 1. There are only 193 severe cases and 370 

mild cases that are much less than the rest. If this training data will be used then the model can very 
well detect the cases of no_DR, moderate, and proliferate_DR than the cases of severe and mild. 
Therefore, the accuracy may become high but there is no balance between the layers. To overcome 
this problem, data enhancement techniques such as shifting, rotating, zooming are implemented so as 
not to lose the balance of accuracy between stages of the disease, all stages of equal importance. At 
the same time, the data enhancement will make the model become more general and avoid overfitting. 

2.3 Convolutional Neural Networks 
Deep learning (DL) is a branch of machine learning techniques that involves hierarchical layers of 

non-linear processing stages for unsupervised feature learning as well as for classifying patterns [16]. 
Nowadays, DL is one of the most effective computer-aided medical diagnosis methods [17]. The 
convolutional neural network (CNN) is useful in computer vision tasks. It has made impressive 
progress in many areas especially medical diagnostics.  

 
Type/Stride Filter Shape Input Size 
Conv / s2 3 × 3 × 3 × 32 224 × 224 × 3 
Conv dw / s1 3 × 3 × 32 𝑑𝑑𝑑𝑑 112 × 112 × 32 
Conv / s1 1 × 1 × 32 × 64 112 × 112 × 32 
Conv dw / s2 3 × 3 × 64 𝑑𝑑𝑑𝑑 112 × 112 × 64 
Conv / s1 1 × 1 × 64 × 128 56 × 56 × 64 
Conv dw / s1 3 × 3 × 128 𝑑𝑑𝑑𝑑 56 × 56 × 128 
Conv / s1 1 × 1 × 128 × 128 56 × 56 × 128 
Conv dw / s2 3 × 3 × 128 𝑑𝑑𝑑𝑑 56 × 56 × 128 
Conv / s1 1 × 1 × 128 × 256 28 × 28 × 128 
Conv dw / s1 3 × 3 × 256 𝑑𝑑𝑑𝑑 28 × 28 × 256 
Conv / s1 1 × 1 × 256 × 256 28 × 28 × 256 
Conv dw / s2 3 × 3 × 256 𝑑𝑑𝑑𝑑 28 × 28 × 256 
Conv / s1 1 × 1 × 256 × 512 14 × 14 × 256 
5× Conv dw/ s1 
      Conv / s1 

3 × 3 × 512 𝑑𝑑𝑑𝑑 
1 × 1 × 512 × 512 

14 × 14 × 512 
14 × 14 × 512 

Conv dw / s2 3 × 3 × 512 𝑑𝑑𝑑𝑑 14 × 14 × 512 
Conv / s1 1 × 1 × 512 × 1024 7 × 7 × 512 
Conv dw / s2 3 × 3 × 1024 𝑑𝑑𝑑𝑑 7 × 7 × 1024 
Conv / s1 1 × 1 × 1024 × 1024 7 × 7 × 1024 
Avg Pool / s1 Pool 7 × 7 7 × 7 × 1024 
FC / s1 1024 × 1000 5 × 5 × 1024 
Softmax / s1 Classifier 5 × 5 × 1024 
Table 2: The typical architecture of the MobileNetV2 network  
These advances are based on the CNN network capability for extracting the features from input 

data sources. In this study, the network's main focus is to detect different stages of diabetic 
retinopathy.  There are many deep learning-based methods such as restricted Boltzmann Machines, 
convolutional neural networks (CNNs), autoencoder, and sparse coding [19]. Some of the most well-
known and most used pre-training models are VGG-16, ResNet, Xception, and MobileNet [20 - 23]. 
In particular, MobileNetV2  is a neural network consisting of layers that accumulate in-depth and 
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accumulate by point. MobileNetV2 gets the best results on the ImageNet dataset followed by the 
VGG-16 and ResNet50V2 [21], [24]. The input image after making our preprocessing is 224 × 224 
pixels. MobileNetV2 creates a featured map on the final featured object. The number of parameters of 
the MobileNetV2 network is 3.3 million 7 × 7 × 1024. MobileNetV2 had computational complexity 
and fewer parameters by using Depth-wise Separable Convolution. Table 2 shows the typical 
architecture of the MobileNetV2 network. 

2.4 Training Phase 
For more reliable reporting, the cross-validation method is performed three times. In each stage, 

the training data is 80% and the validation data is 20%. Three models MobileNetV2, ResNet50V2, 
and VGG-16 are used for training with the same dataset. The training parameters are given in Table 3. 
Based on Table 3, the networks are trained using the Categorical Cross-Entropy loss function and 
Adam optimizer. The learning rate is set at 1e-4. The network training is carried out in 100 epochs in 
each stage. Since there are 03 training stages, each model is trained in 300 epochs. For the 
ResNet50V2 and VGG-16 models, batch size 20 is chosen because the networks have many 
parameter connections. The data enhancement techniques are used to enhance data and avoid 
overfitting.  The Keras library-based neural network was deployed on a Tesla P100 GPU, 16GB of 
RAM provided by Kaggle [25], [26]. 

 
 

Training parameters MobileNetV2 ResNet50V2 VGG-16 

Input shape 224 × 224 × 3 224 × 224 × 3 224 × 224 × 3 

Batch size 32 20 20 

Learning Rate 1e-4 1e-4 1e-4 

Optimizer Adam Adam Adam 

Loss function Cross Entropy Cross Entropy Cross 
Entropy 

Epoch 100 100 100 

Rescale 1/255 1/255 1/255 

Honrizontal flipping  Yes Yes 
Table 3: The training parameters and functions 
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3 Result 

 

Figure 3: The confusion matrix of the networks for folds 1 and 2. 
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Fold Network Precision Recall f1-score Support 

1 
MobileNetV2 0.94 0.91 0.91 2674 
ResNet50V2 0.88 0.88 0.87 2674 

VGG-16 0.89 0.88 0.89 2674 

2 
MobileNetV2 0.93 0.91 0.89 2674 
ResNet50V2 0.89 0.89 0.88 2674 

VGG-16 0.90 0.87 0.88 2674 

3 
MobileNetV2 0.94 0.93 0.92 2674 
ResNet50V2 0.87 0.88 0.85 2674 

VGG-16 0.88 0.84 0.85 2674 
Table 4: Metrics of the model's evaluation after cross-validation 

The following five-class classification model evaluation criteria: 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (1) 

𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝐴𝐴 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (2) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐴𝐴 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (3) 

𝑇𝑇𝐴𝐴𝑆𝑆𝐴𝐴𝑆𝑆𝑆𝑆𝑆𝑆𝑃𝑃𝑆𝑆 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (4) 

 
Figure 3 shows the confusion matrix of the networks for folds 1 and 2. The validation was 

performed to hit the models on the dataset of 288 mild cases, 698 moderate cases, 1317 cases of 
no_DR, 220 cases of proliferate, and 151 severe cases. It is noteworthy that conversion learning was 
used during training. For training models, ImageNet weighting was used before starting training and 
then training based on the conditions of the dataset [24]. The accuracy is measured on the test dataset 
to track the performance of models for finding the best model. The results of the models are presented 
in Table 4. 

4 Discussion 
From the confusion matrix shown in Figure 3, the overall accuracy of the models is relatively 

high. The highest performance is the MobileNetV2 model, followed by the VGG-16 model and 
finally the ResNet50V2. A common feature in the results of these three models is the accuracy 
between layers. The No_DR are best classified with accuracy over 99%, moderate cases of accuracy 
over 92%, proliferate cases with over 85%. However, in mild and severe cases, the accuracy is only 
over 75% and 60% due to a data imbalance although the data was enhanced with the enhancement 
methods. A positive point here is that false positives will largely be predicted at the stage adjacent to 
it, with no cases of miss-predicting the stage apart. To perform performance validation of models, 
Table 4 shows metrics worthwhile when performing a 3-fold cross-validation method. The 
MobileNetV2 model has an average precision value of 94%, a recall of 92%, and an f1-score of 90%. 
The ResNet50V2 model has an average precision value of 88%, a recall of 88%, and an f1-score of 
87%. The VGG-16 model has an average precision value of 89%, a recall of 87%, and an f1-score of 
87%.  
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From the results of the matrix confusion and cross-validation statistics, the MobileNetV2 model 
achieves the best classification performance in this case. 

In this study, the performance of MobileNetV2 tissue in classifying the stages of diabetic 
retinopathy was evaluated. A total of 5,990 images was used for training the model. The overall 
accuracy obtained was 93.89% for the classification of five disease stages. The performance of the 
MobileNetV2 model is superior to the rest of the models as shown in Table 4. The highlights of this 
method will help classify images without the use of characteristic extraction techniques and are an 
effective approach that can assist diagnostic specialists. In addition, the thermal images as shown in 
Figure 4 can help doctors to effectively find out the zone on images of stages of diabetic retinopathy. 
The proposed model can diagnose the disease stages with high accuracy and high precision quickly in 
seconds. 

One of the limitations of this method is the size of the dataset needed for training. So dataset 
should be needed to continuously collect and needed to be refined to remove low-quality images. 

Building a new CNN architecture takes a lot of effort and time while using pre-training models 
that are easy to use and speed up the development process. Classifying the stages of diabetic 
retinopathy remains a major challenge for researchers who need more research to clarify the problem. 
The current work opens the way to building a complete automated monitoring system for DR which is 
a long-term underlying disease. The monitoring disease stage will help patients not to go blind and 
limit vision impairment. In our future works, YOLOv4 and YOLOv5 may be used to detect all DR 
lesions to obtain their benefits, such as accuracy and speed. 

 
 

Figure 4: Image classification process: input: images of stages of DR disease; output: 
classification results and corresponding thermal images 
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5 Conclusion 
The incidence of diabetes is increasing worldwide, and complications of diabetic retinopathy are 

also increasing. Diabetic retinopathy stages are based on the type of damage that appears on the 
retina. This disorder threatens the vision of diabetics if diabetic retinopathy is detected in the late 
stages. Therefore, the detection and treatment of diabetic retinopathy in the early stages is crucial to 
reduce the risk of blindness. The process of diagnosing diabetic retinopathy manually with an 
increasing incidence of diabetic retinopathy has become insufficiently effective. Therefore, the 
automation of diabetic retinopathy diagnosis using a computer-aided screening system saves effort, 
time, and spending. Most researchers have used CNN to classify and detect diabetic retinopathy 
images due to its effectiveness. 

In this study, the MobileNetV2 model is proposed in classifying stages of diabetic retinopathy 
with 93.89% accuracy with high reliability. The cross-validation was repeated three times to ensure 
that the model is not affected by different datasets. A thermal map is also given to help experts for 
evaluating the effects of different stages of the disease.   The result of the proposed model shows that 
our model and techniques can be used to detect and classify diabetic retinopathy using deep learning. 
In the future, multiple datasets should be combined to achieve the balance of datasets for improving 
accuracy and precision. 
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