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ABSTRACT 

 
This study examines virtual organizational trust (VOT), which is increasingly significant as the business 

landscape evolves rapidly due to advances in information technology. Trust in this context encompasses 

various forms of interaction through digital media within and outside the organization. The research identifies 

key elements of digital trust, including the security, integrity, and reliability of digital systems and data, which 

are vital in the era of Industry 4.0 and Society 5.0. Digital trust enables organizations and individuals to 

manage uncertainty and risk in the digital business environment. The article also emphasizes the importance 

of a positive reputation and customer ratings in building trust and fostering working relationships in the digital 

economy. 
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1. INTRODUCTION 

 

The rapid development of information technology and the internet has forced many organizations 

to shift to virtual formats that provide greater flexibility and efficiency (S. Chatterjee at al., 2022). 

However, such transformation poses new challenges in establishing and maintaining trust between 

organizational members. Trust is key to increasingly complex interpersonal and organizational 

relationships in virtual contexts (Hacker at al., 2019). Virtual organizations tend to be limited in 

face-to-face interactions and rely on digital communication tools, which means trust can also have 

limitations. In addition, Industry 4.0 and Society 5.0, characterized by the proliferation of high-

tech technologies and automation, create a greater need for digital trust, i.e. confidence in the 

security, integrity, and reliability of digital systems and data (Fukuyama, 2018; Lumineau at al., 

2023). Although theoretical research on organizational trust has been widely conducted, the 

increase in the publication of such articles in the context of virtual organizations is limited. 

Therefore, this study aims to fill the gap by identifying the essential elements of Virtual 

Organizational Trust (VOT), exploring virtual organizations' challenges, and developing effective 

strategies to increase trust in a digital context. 

 

 



2. LITERATURE REVIEW 

 

The increasingly rapid changes in the business environment, defined as the ‘new normal’ 

(Lawrence, 2013), compel organizations and companies to adapt and adjust to achieve their 

business objectives (Bennett & Lemoine, 2014). These changes, characterized by volatility, 

uncertainty, complexity, and ambiguity, are collectively known as the ‘VUCA World’ (Bennis, 

2007; Bennis & Nanus, 1985, 2016; Wefald & Katz, 2011). The impact of disruptive information 

technology advancements has led to more complex diversity, known as D-VUCAD (Woodward, 

2018), posing unique challenges. Management and organizations must embrace this diversity both 

internally and externally. In the concept of neuroscience-based leadership (neuroleadership), 

leaders are required to lead their diverse teams or organizations and facilitate change inclusively 

(Rock & Ringleb, 2013). 

A recent literature review provides a better understanding of how the Fourth Industrial Revolution 

affects trust within and between organizations. The article by Lumineau at al. (2023) aims to 

identify changes in the form, production, and target of trust in the digital era and provides insights 

for organizational adaptation. They argue that rather than making trust obsolete, the Fourth 

Industrial Revolution led to qualitative changes in trust. Therefore, micro and macro management 

experts must reassess what is known about organizational trust (Lumineau at al., 2023). 

In contrast to previous studies, this study addresses the increasingly broad and complex nature of 

organizational trust in the context of digital and information technology advances. The focus 

includes all trust that arises from interactions through digital media or virtual use of information 

technology, whether between individuals within the same or different organizations, between 

individuals and groups, between individuals and organizations, between groups, between groups 

and organizations, and between organizations, both in the context of conventional organizations 

and virtual organizations. Trust in this virtual organizational context is expected to continue to 

grow along with advances in technology and science. 

Trust and working relationships in the Gig Economy are built through positive reputations and 

customer ratings on digital platforms. Effective communication, responsiveness, and providing 

high-quality services are also key to building trust. Digital platforms that offer dispute-resolution 

mechanisms also play a role in maintaining trust and resolving conflicts (Flanagan, 2019). 

Researchers have stimulated new scientific studies to better understand trust and its implications 

in the digital era. They have identified three fundamental changes: a) the forms of organizational 

trust, b) how trust is generated, and c) who needs to be trusted (Lumineau at al., 2023). 

First, trust tends to become more impersonal and systemic, with interpersonal trust increasingly 

replaced by trust in digital technology-based systems. Second, in terms of generating trust, 

production based on characteristics and institutions will become more important. Third, despite the 

shift towards system trust, there remains a need to trust certain individuals; these trustees are no 

longer interaction partners but third parties responsible for technology systems and data. Therefore, 

the focus on interpersonal and inter-organizational trust targets also changes (Lumineau at al., 

2023). Meanwhile, the Society 5.0 concept, proposed by the Japan Business Federation, Keidanren 

in 2016 (Fukuyama, 2018; Hooker, 2019), is recognized as an overarching goal to anticipate global 

digital transformation trends. This concept is part of the Fifth Science and Technology Basic Plan 

adopted by the Japanese Cabinet in January 2016 (Figure 1). 



Society 5.0 represents the latest evolutionary stage of societal concepts, emphasizing a return to 

human-centeredness, known as the ‘human-centered society’ or ‘super smart society.’ Initially, 

Society 1.0 referred to humans as hunter-gatherers. Society 2.0 saw humans as agrarian or farming 

societies. Society 3.0 was marked by industrial society, while Society 4.0 is the current information 

society (Fukuyama, 2018; Hooker, 2019). 

 

Figure 1. Digital Transformation. 

 

 

 

 

 

 

 

 

 

 
Source: Mayumi Fukuyama, Society 5.0: Aiming for a New Human-Centered Society, 2018. 

Society 5.0 comprises many elements. Two of the most prominent are the fusion of physical and 

cybernetic spaces and the integration of humans with various intelligent agents to form a ‘post-

humanization’ society. According to Hooker (2019), such a society relies on advanced algorithms, 

including optimization algorithms, to support its infrastructure. It remains to be seen whether we, 

as social beings, will allow algorithms to be deeply and comprehensively integrated into our lives. 

We will trust these algorithms, or we will come to resent them (Hooker, 2019). 

Various advancements in information technology, which create the virtual world, impact trust in 

the 'virtual organizational trust' (VOT). Examples of these advancements, which will be discussed 

in the following paragraphs, include IoT (internet of things), cybersecurity, blockchain, AI 

(artificial intelligence), big data & data-driven platforms, messaging apps, online content & 

ChatGPT, wireless sensor networks, machine learning & deep learning, and others such as digital 

twin, quantum computing, the metaverse, AR (augmented reality), VR (virtual reality), MR (mixed 

reality), and XR (extended reality). 

The development of digital technology changes how we work and affects trust at every level of 

analysis, including individual trust, team trust, intra-organizational trust, and inter-organizational 

trust (Faturochman, 2023). VOT requires individuals, teams, and organizations to enhance digital 

literacy, consisting of four main pillars: digital skills, digital safety, digital ethics, and digital 

culture (Ameliah at al., 2022; Kominfo, 2020). This digital literacy is based on information 



technology and management information systems (MIS), which comprise software, hardware, 

dataware (databases), netware (networks), and brainware (users). "MIS is a machine-based human 

system that provides information and decision support for management in planning, controlling, 

and operating the organization" (Leavitt & Whisler, 1958). 

In addition to defining and understanding trust in virtual organizations (VOT), this article will also 

discuss some other VOT approaches and provide conclusions and future research agendas. The 

advancements in technology and their impacts, as well as the dynamics and cycles of trust in virtual 

organizations. 

The rapid development of information technology has caused concern and anxiety among 

companies and employees. Trust in technology and the companies implementing it has been eroded 

by privacy violations, algorithmic bias, threats to livelihoods, and inaccurate beta testing, all of 

which contribute to a fertile ground for skepticism (Dobrygowski, 2023). 

Dobrygowski (2023) highlights that to restore digital trust, companies need to achieve three main 

goals: a) ensuring security and reliability, b) enhancing accountability and oversight, and c) 

promoting inclusive, responsible, and ethical use. To achieve this practically, the following steps 

are necessary: 1) formulating a vision of digital trust, 2) planning more trustworthy actions, and 3) 

recruiting individuals who can help build trust (Dobrygowski, 2023). 

This article also details the advancements in digital and information technology (see Figure 2) and 

their impact on trust in the digital world, particularly on VOT. It also discusses new technologies 

that require attention and their influence on VOT dynamics and cycles, as well as covers the 

literature on technological development. The article will conclude with future research prospects 

related to technological advancements and their impact on digital trust and VOT. 

 

Figure 2. Information Technology Development Timeline 

 

 

 

 

 

 

 

Source: Adopted from website: https://prezi.com/blef93mja_bj/information-technology-timeline/ 

 

 

 



3. METHODOLOGY 

 

This research uses a systematic literature review method to review, analyze, and synthesize 

previous researchs on organizational trust in a digital context. This process involved a 

comprehensive literature search, selection of studies based on established inclusion and exclusion 

criteria, extraction of relevant data, and analysis and synthesis of findings to provide a 

comprehensive and in-depth picture of Virtual Organizational Trust (VOT). 

The literature search strategy involves selecting relevant topics from the past two decades and 

prioritizing recent years. Research articles are sourced from the Scopus database (primary) and 

others (secondary) using keywords such as trust, organizational trust, digital trust, and trust in 

virtual organizations. The selected articles are those related to organizational trust, including digital 

trust or organizational trust in virtual environments, excluding interpersonal trust. 

The identified research articles are filtered based on keywords, recency, and journal quality, 

focusing on Scopus-indexed journals (Q1, Q2, Q3, and Q4). These articles are then grouped and 

categorized based on their relevance. Content analysis is the approach used to analyze and 

synthesize findings from various studies. 

 

4. RESULTS – DEFINITION AND MEANING OF VOT 

Trust in offline contexts cannot be directly applied to online contexts based on the premise that 

online trust relies more on interpersonal relationships than on technology (Faturochman, 2023; 

Friedman at al., 2000). Interpersonal relationships are not necessary to build online trust, even if 

the online interactions are interpersonal (Faturochman, 2023; Wade at al., 2011). Though online 

relationships remain interpersonal, interpersonal trust does not always require emotional 

involvement such as attention and care, even if these actions can be key in building trust. 

According to Mayer at al. (1995), there are three criteria for being trustworthy: a) ability or 

competence, b) integrity, and c) benevolence, which are also indicators of a deep-level relationship 

(Mayer at al., 1995). Integrity and benevolence are criteria attached to media, particularly software, 

websites, or applications used. In addition to direct and implicit trust among users, global trust 

ultimately manifests in the high market value of the company (Faturochman, 2023). 

Based on hypothesis testing from previous research (Yamagishi & Yamagishi, 1994) by 

Faturochman at al. (2023), utilizing secondary data previously collected by the Center for 

Indigenous and Cultural Psychology, Faculty of Psychology, Universitas Gadjah Mada for the trust 

project, the findings are as follows: a) global or general trust is a separate variable from 'caution,' 

b) the levels of general trust and caution are moderate and not significantly different, c) 

demographic factors do not affect either, but religious and ethnic identification play a significant 

role, d) general trust has a greater role in trust towards respected individuals, while caution plays 

a greater role in trust towards political institutions, and e) the theoretical model of their relationship 

with antecedents and effects fits the field conditions (Faturochman, 2023). 

According to Nass at al. (1994), humans tend to anthropomorphize interactions between humans 

and applications and information. This means information technology is given human-like 



attributes, thus having some human characteristics (Nass at al., 1994). There are expectations in 

online trust, including choice, knowledge, experience, and familiarity. Online systems are proxies 

for the decisions and implementations of their designers. Trust in websites and systems is 

significant for users, even though there are differences in the correct concept (Cheshire, 2011; 

Faturochman, 2023). Like trust in offline relationships, online trust consists of general trust (global 

trust) and specific trust (familiar trust). 

Personal factors of internet users influence their assessment of risks and uncertainties, as well as 

their experience using the internet over time. People will be cautious in using financial services 

online. Other factors include a) dynamics of online trust; b) trust in technology using software, 

hardware, networks, databases, big data, and end users; c) trust in the ability and validity of 

technology which is vulnerable to viruses and fraud; d) trust in algorithm programs; e) trust in the 

confidentiality of user data and trust in internet services. 

Factors that hinder the development of trust include a) lack of choice leading to dependency, b) 

risks of trusting and not trusting, and c) when risks cannot be anticipated. Elements of virtuality 

include geography, communication, and culture, each playing roles as testers, developers, analysts, 

engineers, and project managers (Faturochman, 2023). 

The definition and understanding of 'online trust' as described above are very broad. When 

searching on the internet, explicit definitions of 'virtual organizational trust' (VOT), 'virtual 

organizations trust,' or 'virtual organizations trust' are not found. To provide a clearer picture, 

several terminologies of online trust and VOT will be outlined, including trust in various new 

technological developments. Some VOT terms discussed here are limited to digital trust, cyber 

trust, online trust, trust in online social networks and social media (ONSs & social media trust), 

trust in virtual organizations, and other VOT approaches. Various developments in information or 

digital technology that affect VOT, as well as the stages of the VOT cycle, will also be discussed. 

4.1. Digital Trust 

Pietrzak and Takala (2021) conducted a systematic literature review and found no universally 

accepted definition of 'digital trust'. They defined it as “a measure of the confidence that workers, 

consumers, partners, and other stakeholders have in an organization's ability to protect individual 

data and privacy.” Their data search, using the ISI Web of Science database on April 14, 2021, 

included articles from 1994 to 2020 with the keyword “digital trust” (Pietrzak & Takala, 2021).   

Digital trust varies across domains, involving different actors, actions, and vulnerabilities. 

Maintaining digital trust is crucial for a responsible organizational culture, requiring proactive 

evaluation of internal behaviors and knowledge ecosystems, including data transfer. Extensive 

empirical and theoretical research is needed to address digital trust issues (Pietrzak & Takala, 

2021).  

Akram and Ko (2015) highlight that digital trust evolves differently across fields, referring to 

confidence built through technology use in digital environments. This trust is placed in 

organizations or individuals managing digital resources. With the rapid growth of the internet, 

offline trust has become impractical, prompting the evolution of digital trust, which varies across 

domains. In the semantic web, digital trust involves confidence in information through reputation, 



context, and content mechanisms. In secure computing, it ensures technology's trustworthiness in 

distributed environments (Akram & Ko, 2015). 

Table 1. Definition of Digital Trust. 

 

 

 

 

 

 

 

 

 

 

  
 

 
 

Source: Pietrzak & Takala, 2021. 

 
 

Levine (2019) states that trust and cooperation are fundamental in digital commerce, viewing 

digital business communities as morally relevant per the integrative social contract theory (ISCT). 

Digital trust, a social efficiency hyper norm in ISCT, emphasizes its importance in promoting 

cooperation, fairness, and economic well-being in digital business. It involves accepting 

vulnerability in risky digital environments, rooted in high intra-communal trust and spontaneous 

sociability (Levine, 2019). 

Chatterjee at al. (2023) highlight digital trust in Industry 4.0 and 5.0 as crucial, involving 

confidence in the security, integrity, and reliability of digital systems. This trust is essential for 

successful digitalization, impacting political, economic, and social aspects of digital transformation 

(Chatterjee at al., 2023) 

Bapna at al. (2017) measured digital trust using a Facebook application and an investment game, 

testing tie strength through interaction levels, shared friends, and being tagged in photos. Results 

showed that conventional trust measures like connectivity might not predict digital trust 

effectively, varying with the number of a user's Facebook friends (Bapna at al., 2017). 

Alpcan at al. (2011) tested digital trust at the game theory level, highlighting its complexity for 

organizations. Digital trust is challenging due to unpredictable consumer interactions (Alpcan at 

al., 2011; Kluiters at al., 2023). Culnan and Armstrong (1998) found specific measures enhance 

digital trust, but trust marks' effectiveness is reduced by a lack of awareness (Rüdiger & Rodríguez, 

2013). 

Digital trust scores have little impact on changing consumer behavior, indicating a need for deeper 

exploration (Kluiters at al., 2023). The evolution of digital trust requires diverse approaches and 



interpretations across fields. Initially based on real-world trust, digital trust has evolved with 

internet growth, making previous offline trust impractical (Akram & Ko, 2015). 

4.2. Cyber Trust 

The rise in online trust illustrates society's tendency to trust and rely on online platforms for many 

of their needs. Previously, building trust in cyberspace was challenging due to high levels of 

anonymity, which posed significant obstacles. Trust in the digital economy is a major concern for 

consumers, leading to hesitancy in online shopping due to worries about privacy, IT security, and 

performance risks (Rüdiger & Rodríguez, 2013). Despite reports that companies in the sharing 

economy and e-commerce platforms are often ineffective in protecting privacy and frequently face 

hacking attacks, cyber trust mechanisms have evolved significantly. According to Etzioni (2019), 

trust in strangers continues to grow even as distrust in institutions rises (Etzioni, 2019). 

Cyber trust is increasingly vital for various organizations across different industries, especially in 

healthcare, where protecting patient data is crucial due to the growing threat of ransomware attacks. 

Vukotich (2023) proposes a new approach called 'zero-trust' in response to evolving cyber risks. 

This approach emphasizes the need for organizations to enhance cybersecurity and consider new 

strategies like 'zero-trust,' as current methods may be vulnerable to ongoing cyberattacks, 

necessitating regular system audits (Vukotich, 2023). Cybersecurity, as a developing discipline, 

faces challenges in accommodating human nature and potential errors. To gain a more holistic 

understanding of cybersecurity, Renaud and Dupuis (2023) conducted research combining 

religious literature and interviews with religious leaders. Their findings, evaluated by cybersecurity 

experts, highlight the importance of understanding human nature, using narratives, building 

communities, and acknowledging human needs in cybersecurity (Renaud & Dupuis, 2023). 

In another study, Renaud and Searle developed a multi-level conceptual trust model addressing 

resilience and risk at individual, team, and organizational levels to combat cyberattacks affecting 

emotional, cognitive, and social processes. This model distinguishes between different types of 

threats and their relational consequences, examining the dynamics of trust and distrust within 

organizations and employees in the context of cyberattacks, and considering potential financial and 

reputational losses (Searle & Renaud, 2023). 

4.3. Online Trust 

Online trust is a key focus in understanding cyber trust and trust in virtual organizations. 

Bhattacherjee (2002) developed a scale for trust with three dimensions: ability, benevolence, and 

integrity. Using surveys of online retail and banking users, he created a 7-item trust scale showing 

reliability and validity. Trust significantly predicts users' willingness to transact online, reducing 

friction, limiting opportunistic behavior, and encouraging future transactions. 

Bhattacharjee identified trust dimensions like integrity, competence, consistency, and promise 

fulfillment. High path coefficients were noted between trust and the three main dimensions. Simple 

measurement scales were emphasized to avoid respondent fatigue. Increased internet use during 

the pandemic raised concerns about privacy, security, and vendor reliability. Clear disclosures, 

personalization techniques, and digital certificates are vital for building trust (Bhattacherjee, 2002; 

Koehn, 2003) 



Cheshire (2011) highlighted the importance of trust, trustworthiness, cooperation, and assurance 

in online interactions. Trust involves belief in expected actions, trustworthiness includes data 

security and transparency, cooperation is mutually beneficial collaboration, and assurance involves 

confidence-building actions like security certifications. Over-reliance on security structures instead 

of interpersonal trust poses risks (Cheshire, 2011). 

Hurwitz (2013) discussed "trust lost" (diminished trust) and "losing trust" (gradual erosion). 

Challenges in intermediary responsibility due to a lack of transparency were noted. Legal rules for 

internet technology development are crucial, despite transparency challenges. Adapting 

intermediary responsibility frameworks to changing internet capabilities is key (Hurwitz, 2013). 

Martin (2023) commented on Etzioni's (2019) "Cyber Trust" article, emphasizing the role of online 

market makers and system design in fostering trust. Ethical decisions in design and development 

can strengthen or undermine trust. Hussein at al. (2020) highlighted the importance of interface 

design elements like simplicity, familiarity, transparency, and trust indicators in building online 

trust (Hussein at al., 2020; Martin, 2023). 

 

4.4. OSNs & Social Media Trust 

Trust in social media and online social networks (OSNs) is vital for virtual organizations. Trust 

development in OSNs includes four phases: data collection, feature extraction, trust computation, 

and trust utilization (Faturochman, 2023; Jethava & Pratap, 2022). 

Pierson (2021) studied messaging apps like WhatsApp and Facebook Messenger, highlighting their 

role in social communication and the concerns about data privacy and corporate influence. He 

introduced 'infrastructure inversion' to describe these dynamics and the need to empower users 

(Pierson, 2021). 

Sabatini and Sarracino (2019) found that participation in social networking sites (SNS) like 

Facebook and Twitter negatively affects trust in strangers, neighbors, and institutions. Their study, 

based on interviews with over 24,000 households, showed significant trust reduction linked to SNS 

use (Sabatini & Sarracino, 2019). 

Su (2014) examined virtual communities in OSNs, identifying opportunities for businesses to 

interact with customers. The study categorized OSNs into homogeneous OSNs, heterogeneous 

OSNs, and social internetworking scenarios (SISs), each with unique trust-related issues like 

interoperability and data privacy (Su, 2014). 

Aggarwal at al. (2016) validated Mayer's trust model for social media within organizations, finding 

that the norm of reciprocity is crucial for social media trust, more so than trust propensity. Their 

study, involving 200 professionals and students in India, emphasized that social media trust hinges 

on users' belief in the reliability and authenticity of information and interactions on the platform. 

The research has implications for developing trustworthy social media platforms and improving 

organizational trust dynamics (Aggarwal at al., 2016). 

4.5. VOT – Virtual Organizational Trust 

Trust in B2B (business-to-business) relationships has been a key aspect of supply chain 

management (SCM) for decades, predating e-commerce's growth in B2C (business-to-consumer) 



and C2C (consumer-to-consumer) contexts. However, Virtual Organizational Trust (VOT) still 

lacks a clear definition. Pauline Ratnasingam's 2001 study emphasized trust as crucial for 

maintaining channel partner relationships in web-based SCM, highlighting the need for better 

communication and trust-building among partners to thrive in e-commerce. 

In B2B relationships, trust is shaped by the complexity of e-commerce applications and the nature 

of partner relationships. It operates on two levels: technological trust, related to web application 

operations, and channel partner trust (CPT), which focuses on cooperation and business 

commitment. CPT is built on reliability, dependability, and responsiveness, involving sub-trusts in 

partner competence, predictability, and benevolence. These elements offer economic, relational, 

and strategic benefits, suggesting that VOT reflects organizational confidence in partner reliability 

and performance in web-based SCM (Ratnasingam, 2001). 

Crossman and Kelley (2004) noted that VOT forms through firm commitments and is essential for 

long-term partnerships. Trust may be harder to establish in culturally diverse virtual organizations 

due to the lack of prior working relationships. However, repeated interpersonal exchanges, even in 

virtual settings, can build trust. A trusting atmosphere fosters tolerance and sustains alliances, 

making trust development vital for long-term cooperation in virtual environments (Crossman & 

Lee-Kelley, 2004). 

Table 2. Overview of the Discussion 'Trust in Virtual Organizations' 

(VOT - Virtual Organizational Trust) 

 

 

 

 

 

 

 

 

 

 

 

Ni and Luo (2008, 2009) explored VOT in grid computing environments, focusing on trust 

formation and evaluation among entities. This involves secure access to grid services in dynamic 

environments, enabling resource sharing and cooperation among unknown entities without a 

central authority, relying on recommendations from existing service providers. VOT has also been 



applied in distributed, peer-to-peer (P2P), and grid systems, addressing trust relationships and 

network-specific challenges (Luo & Ni, 2008, 2009). 

French (2010) examined VOT as the trust level among electronic partners in virtual collaboration, 

focusing on trust formation and validation in secure electronic transactions. Using corporate 

governance metrics, the study emphasized trust's importance throughout the virtual partnership 

lifecycle and addressed broader trust dimensions like reputation management, risk reduction, and 

service reliability (French, 2010). 

Popa and Cotet (2011) compared virtual and non-virtual organizations, suggesting VOT is the 

confidence individuals have in their peers' abilities, intentions, and reliability without physical 

interaction. VOT is essential for cooperation and knowledge exchange in virtual settings, where 

communication is primarily virtual. Cheshire (2011) clarified key concepts like trust and 

cooperation in online environments, contributing to understanding VOT failures and online trust 

(Cheshire, 2011). 

In virtual work, trust replaces traditional mechanisms to ensure cooperation, especially when no 

permanent contact or institutional arrangements exist. VOT involves personal and professional 

aspects, social relationships, and competence, playing a crucial role in collaboration and achieving 

organizational goals (Popa & Cotet, 2011). 

Clases at al. (2014) analyzed VOT's subjective meaning, identifying constructs like 'feeling safe,' 

'reliability,' and 'active networks.' The study emphasized proactive collaboration and personal 

bonds in building VOT, with communication and feedback being key (Clases at al., 2003). Details 

and definitions of each category and their relevance to virtual organizational trust are summarized 

in Table 3 for easier reference. 

Table 3. Different Categories of Trust in Virtual Organizations 

(VOT - Virtual Organizational Trust) 
 

 

 

 

 

 

 

 

 

 

 

 

 



Emerging VOT-related concepts include zero trust, mutual trust, and the trust paradox. The zero 

trust approach is a cybersecurity strategy assuming no user or system is trustworthy by default, 

focusing on protecting all organizational components (Vukotich, 2023). Mutual trust involves 

reciprocal confidence in others' reliability and competence, impacting collaboration, job 

satisfaction, and service quality, requiring time investment and routine interactions (Hovlin at al., 

2021). 

4.6. Other VOT Approaches 

The hybrid trust model combines communication and social trust to evaluate node reliability in 

vehicular social networks, significantly improving accuracy and communication efficiency (Fan at 

al., 2022). 

Table 4. Other 'trust' terms in VOT. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



In digital business competition, "putting trust into antitrust" emphasizes trust in data protection, 

privacy, and security within competition regulation. Larsson (2021) discusses how this concept 

addresses challenges in market definition, data valuation, dominance abuse, and transparency in 

digital platforms. Balancing data-sharing regulations with privacy and consumer protection is key 

to ensuring fairness, consumer welfare, and innovation in the data-driven economy (Larsson, 

2021). 

The trust paradox describes situations where individuals support technologies despite low trust in 

them. Kreps at al. (2023) highlight this paradox in areas like AI, armed drones, and driverless cars, 

where support remains high despite trust concerns. Contributing factors include FOMO, optimism 

about future advancements, and perceived benefits outweighing risks. Understanding this paradox 

is crucial for integrating AI technologies, as public trust is essential for success (Kreps at al., 2023). 

Silic and Back (2013) explore the trust paradox in open-source dual-use security software (OSSS), 

where professionals trust the software despite its potential misuse by hackers. This paradox 

highlights the conflicting risks and benefits of OSSS, emphasizing the trust placed in its developers 

and functionality (Silic & Back, 2013). 

Previously, the trust paradox in organizations was defined as balancing trust and distrust, with both 

extremes potentially harming organizational dynamics. Barnes (1981) noted that fragile trust could 

lead to widespread distrust, while excessive trust might negatively impact the organization (Barnes, 

1981). About this trust paradox, James (2002) further emphasizes understanding how trust is 

developed and incentivized in economic contexts, exploring when agents are willing to trust 

(James, 2002). Thus, the explanation of various trust-related terms in VOT is summarized in Tables 

2, 3, and 4. 

 

 

5. DISCUSSION – NEW TECHNOLOGY ADVANCEMENTS AND THEIR IMPACT 

Advancements in science and technology have reshaped work dynamics, influencing trust at 

individual, team, organizational, and inter-organizational levels. Trust in the virtual realm, 

particularly VOT (Virtual Organizational Trust), is now intertwined with public and global trust 

(Faturochman, 2023). Technological progress introduces new challenges for trust, especially in 

information and digital technologies, making discussions about VOT increasingly relevant. These 

advancements affect interpersonal trust, leadership, organizational development, and overall 

performance 

Emerging technologies such as IoT, cybersecurity, blockchain, AI, big data, messaging apps, and 

online content (Table 5), along with digital twins, quantum computing, metaverse, AR, VR, MR, 

and XR (Table 6), will increasingly influence digital trust and VOT. 

5.1. IoT – Internet of Things 

The concept of IoT aims to expand the benefits of constant internet connectivity and advances in 

IoT technology impact VOT (Virtual Organizational Trust). Chen at al. (2021) proposed a 

multidimensional attribute trust model to enhance the security of interactions between IoT nodes 

by using satisfaction records to identify abnormal data and reduce its influence on trust evaluation.  



Table 5. Different Types of Technology and Their Effects on VOT. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



By building trusted groups based on this model, network overhead is minimized, improving group 

consensus and enhancing trust and security within IoT networks (Chen at al., 2021). 

However, IoT technology faces challenges in establishing security policies and access control with 

decentralized VOT management. Traditional static access control models struggle with moving 

objects and multi-tenant infrastructure. Esposito at al. (2020) proposed a solution using game 

theory and Dempster-Shafer theory for decentralized, robust VOT, tolerant of malicious nodes. 

Empirical research supported this approach with blockchain-based trust management for IoT. The 

study recommended using SSL/TLS for secure communication and restricting nodes that can 

update trust levels, though noting limitations against compromised nodes sending false scores. 

SSL/TLS is a cryptographic protocol ensuring secure communication and protecting sensitive 

information online (Esposito at al., 2020). 

5.2. Cybersecurity 

In the context of Virtual Organizational Trust (VOT), cybersecurity is vital in managing corporate 

risk, particularly during digital transformations involving mobile devices, cloud services, social 

media, and IoT. Cyberattacks can undermine VOT by creating vulnerabilities and eroding trust 

among employees and stakeholders. The emotional, cognitive, and social impacts of such attacks 

can lead to widespread distrust. Limited cybersecurity resources and insufficient leadership further 

weaken organizational resilience against future attacks. The severity and intensity of these attacks 

amplify their negative effects on trust (Searle & Renaud, 2023). 

Lee (2021) proposed a cybersecurity risk management framework with a critical risk assessment 

layer, focusing on data protection and privacy amid evolving regulations and rising cyber threats. 

Organizational factors, including positive attitudes towards cybersecurity policies and leadership 

support, are crucial in shaping cyber defense strategies. The framework also emphasizes leveraging 

machine learning and AI to enhance cybersecurity, with a focus on developing and operationalizing 

systems based on performance goals. This includes assessing cyber technologies and considering 

both internal and external factors that influence cybersecurity outcomes (Lee, 2021). 

5.3. Blockchain 

Blockchain technology secures communication and ensures system integrity using cryptographic 

techniques, particularly in IoT trust management. Its decentralized approach is effective for 

establishing security policies and access control in IoT environments, where nodes validate 

security claims through cryptographic methods. However, compromised nodes can still deceive 

the system by sending false scores, a challenge that conventional cryptographic techniques may 

not fully address (Esposito at al., 2020). 

Blockchain is also viewed as a solution to enhance trust in financial services like crowdfunding 

and stock markets. On the Ethereum platform, blockchain offers transparency and security, making 

it ideal for developing decentralized crowdfunding applications (dApps). Ethereum’s smart 

contracts eliminate intermediaries, creating a more efficient, trustworthy, and automated system 

that ensures transparency and security in crowdfunding (Sumathi at al., 2023).  

 



5.4. AI – Artificial Intelligence 

Artificial intelligence (AI) will not replace humans; rather, as Prof. Karim Lakhani from Harvard 

Business School stated on August 4, 2023, "AI will not replace humans — but humans with AI 

will replace humans without AI." AI is increasingly used across various fields, particularly in 

cybersecurity, to identify threats and reduce response times. AI’s rapid growth (Figure 3), including 

machine learning and natural language processing, is crucial for providing insights and automating 

security responses. AI-enabled technologies, such as driverless cars and social media content 

moderation, enhance efficiency and safety in their respective areas. AI has the potential to support 

VOT by mimicking human cognitive abilities and decision-making processes (Kreps at al., 2023; 

Vukotich, 2023). 

Figure 3. Timeline of Artificial Intelligence (AI) Development 

 

 

 

 

 

 

  

 

 

 
Source: Adopted from Fernandez at al. (2020). 

 
5.5. Big Data & Data-Driven Platforms 

Big data technology encompasses tools and techniques for managing and processing large, 

complex datasets, both structured and unstructured. It involves collecting, storing, and analyzing 

data to uncover patterns, correlations, and insights, enhancing organizational productivity, 

decision-making, and sustainability. Trust in organizations is strengthened through ethical training 

and audits, which are essential for maintaining a positive ethical culture (Bag at al., 2021).  

Larsson (2021) highlights that data-driven platforms are pivotal in the digital economy, 

significantly influencing competition regulation and governance in building VOT. These platforms 

use algorithms and data analysis to generate insights, make decisions, and offer personalized 

experiences. However, their control over infrastructure, such as automated moderation and pricing, 

poses challenges for competition authorities and can lead to anti-competitive effects. Transparency 

and public trust are crucial in the governance of these platforms. (Larsson, 2021).  



5.6. Messaging Apps, Online Content & ChatGPT 

Messaging apps, essential for mobile communication and information exchange, play a key role in 

Virtual Organizational Trust (VOT). Despite their importance, a trust paradox exists: users rely on 

these platforms daily but feel powerless regarding data privacy. Popular apps like WhatsApp and 

Messenger, owned by Facebook, highlight the need for data transparency to build long-term trust 

(Pierson, 2021). 

Hussein at al. (2020) emphasize that "online content," such as articles and websites, must be easily 

accessible and trustworthy, with interface design focusing on simplicity and transparency to 

support VOT (Hussein at al., 2020). 

Skrabut (2023) highlights that since its launch in November 2022, ChatGPT has significantly 

impacted various sectors, including higher education, print media, and the Internet. Unlike 

messaging apps, ChatGPT uses AI to generate responses on diverse topics, facilitating human-AI 

interactions. It can be explained that it is an OpenAI-developed language model, a variant of GPT, 

trained on extensive conversational text data. ChatGPT performs tasks like language translation, 

question answering, and text generation (Skrabut, 2023). 

In higher education, Sabzalieva and Valentini (2023) describe ChatGPT as a generative AI system 

that creates realistic images and art from text. They emphasize its role in enabling natural human-

computer interactions, making it a powerful tool in educational contexts (Sabzalieva & Valentini, 

2023). 

Amaro at al. (2023) examines the role of trust in ChatGPT, comparing trust levels among 

participants exposed to true and false information. The Wilcoxon signed-rank test revealed 

significant differences in trust levels, with a p-value of 0.0077, suggesting that the type of 

information received can influence trust (Amaro at al., 2023). 

5.7. Wireless Sensor Networks 

Hu at al. (2015) state that wireless sensor networks (WSNs) are essential to IoT, with applications 

in habitat monitoring, disaster prevention, automation, and infrastructure security. WSNs use nodes 

with sensors to collect data, relying on ad hoc routing due to their limited communication range 

and computing power. Traditional network protocols are unsuitable for WSNs, requiring 

specialized routing protocols and algorithms for efficient data transmission and security. 

Implementing cryptography, authentication, and VOT management is crucial to enhancing security 

and protecting network performance (Hu at al., 2015). 

5.8. Machine Learning & Deep Learning 

Machine learning can enhance VOT by automating the detection of fake news. Bojjireddy at al. 

(2021) developed a web application that allows users to select machine-learning models and 

datasets for fake news detection. They tested six models—support vector machine, multilayer 

perceptron, random forest, decision tree, gradient boosting, and multinomial naive Bayes—on 

combined datasets, providing real-time news classification and sentiment analysis (Bojjireddy at 

al., 2021). 



Salam at al. (2023) highlight that deep learning, including CNNs, RNNs, and transformer models, 

can improve VOT by enhancing cybersecurity and protecting against web-based attacks. These 

technologies help create secure virtual environments and build stakeholder confidence (Salam at 

al., 2023). 

5.9. The Influence of Other Technologies 

This session explores emerging technologies like digital twins, quantum computers, the metaverse, 

and AR/VR/MR/XR (Table 6). Digital twins replicate physical assets virtually, using data across 

their lifecycles. Blockchain, especially Ethereum, can address trust and security issues, enhancing 

VOT with reliable, cost-effective systems and secure data transactions (Onwubiko at al., 2023). 

Quantum computers, leveraging quantum mechanics, offer faster processing than classical 

computers. While promising in fields like cryptography, they pose risks if misused, necessitating 

restrictions on reputable institutions and governments (Majot & Yampolskiy, 2014). 

The metaverse, a virtual space powered by VR and AR, enables global collaboration, education, 

and commerce. Its success in VOT hinges on reliability, privacy, and asset protection (Wiangkham 

& Vongvit, 2023). 

Martinsen at al. (2023) highlight that AR, VR, MR, and XR technologies enhance VOT by 

improving service experiences, training, productivity, and cost savings across various sectors, 

including gaming, healthcare, and engineering (Martinsen at al., 2023).  

Table 6. Other Technologies and Their Influence on VOT. 

 

 

 

 

 

 

 

 

 

 

 

Each technology poses concerns for VOT. AR raises privacy issues due to real-world data capture, 

potentially compromising security. VR can cause motion sickness or discomfort, limiting its 



adoption. MR may blur the line between virtual and real worlds, leading to confusion or 

disorientation, affecting physical and mental health. XR, combining AR, VR, and MR, may inherit 

challenges from all three (Martinsen at al., 2023). 

 

6. IMPLICATION – DYNAMICS AND CYCLE OF VOT STAGES 

As technology rapidly advances, trust dynamics in VOT evolve. Trust dynamics involve changes 

in trust levels in a virtual organization. This discussion covers the stages of the trust cycle—

building, restoring, maintaining, measuring, and enhancing trust (Figure 4)—with examples of how 

trust is developed, maintained, and transferred amid technological changes in online relationships  

(Giest, 2019). 

6.1. Building VOT  

Bhattacherjee (2022) outlines key steps for building trust in VOT: establish clear communication 

for transparency, demonstrate integrity to foster collaboration, create opportunities for personal 

connections through team activities, implement strong security measures to protect data and 

encourage feedback to show responsiveness and commitment (Bhattacherjee, 2002). 

Building VOT also involves developing personal relationships within networks, with 

intermediaries extending trust between individuals (Giest, 2019). A sustainable VOT process 

requires strong commitment, repeated interpersonal exchanges, a mutual trust atmosphere, 

acceptance of cultural diversity, and addressing the limitations of computer-mediated 

communication (Crossman & Lee-Kelley, 2004). 

Figure 4. Dynamics and Cycle of VOT Stages. 

 

 

 

 

 

 

 

 

 

 

 

 



6.2. Restoring and Recovering VOT  

Stewart (2003) argues that trust transfer is crucial in restoring VOT and can occur through various 

methods, including knowledge-based, domain-based, institution-based, and cognitive trust 

transfer. Trust can be transferred from trusted websites or associations to virtual organizations, 

shaping consumers' initial trust. Restoring trust may also involve assurances, safety nets, or similar 

structures. Developing and testing cognitive models of trust transfer can help establish trust in 

online organizations (Stewart, 2003). 

Birdie and Jain (2016) suggest key steps for restoring and rebuilding VOT. First, create a positive 

organizational climate by focusing on performance, conflict resolution, rewards, and identity, as 

these factors boost trust among virtual workers. To build affiliation, organize recreational 

activities, such as special holidays or club memberships for virtual workers and their families 

(Birdie & Jain, 2016). 

Another critical step is to encourage face-to-face contact. Physical interactions can be key to 

developing VOT, so promoting in-person meetings can enhance trust among members of a virtual 

organization. Birdie and Jain (2016) also highlight the need for further research to draw concrete 

conclusions and implications for organizational behavior in virtual work contexts. Research 

comparing face-to-face professional workers, cross-cultural and longitudinal studies, increasing 

sample sizes, involving more sectors, and adding demographic variables can provide deeper and 

more comprehensive insights. Encouraging face-to-face interactions is also crucial for developing 

VOT, as in-person meetings can strengthen trust within virtual organizations. They emphasize the 

need for further research, including cross-cultural studies, larger sample sizes, and more diverse 

sectors, to gain deeper insights into organizational behavior in virtual contexts (Birdie & Jain, 

2016). 

6.3. Defending and Maintaining VOT  

Maintaining VOT requires ongoing efforts to strengthen trust in remote teams. Gustafsson at al. 

(2021) suggest strategies such as effective communication, clear expectations, teamwork, 

relationship building, providing support, promoting accountability, adapting to the virtual 

environment, and fostering a positive organizational culture. VOT is sustained through clear 

expectations, transparency, collaboration, support, and adaptability, requiring cooperation and 

effective organization to navigate disruptions or changes (Gustafsson at al., 2021). 

6.4. Measuring VOT  

French (2010) suggests that VOT can be measured using objective metrics and trust concepts, with 

Corporate Governance (CG) scores serving as a proxy for trust in virtual organizations. CG scores, 

provided by trusted third parties, offer an objective measure of e-service trustworthiness at runtime 

and indicate consumer trust levels in the virtual organization. The Trust Ladder is also proposed to 

simplify and manage trust throughout the e-trust lifecycle in VOs. VOT considers both tangible 

security and intangible trust factors, like reputation management and reliability. However, the 

limitations of CG scores highlight the need for further research in VOT measurement (French, 

2010). 

 



6.5. Increasing VOT  

Popa and Cotet (2011) conducted a comparative case study using online surveys among members 

of virtual and non-virtual organizations in Europe. Their findings emphasize that a) familiarity with 

colleagues is more critical than competence, b) interpersonal trust, which develops over time, is 

fundamental to interactions in virtual knowledge-based organizations, c) ongoing interaction and 

mutual dependence foster virtual organizations, d) individuals in virtual organizations prefer 

working with those they trust rather than just those who are competent, e) social capital, including 

weak ties, contributes to VOT, and f) cooperation in virtual knowledge-based organizations relies 

heavily on trust. 

Overall, familiarity, interpersonal trust, ongoing interaction, mutual dependence, prior 

relationships, social capital, and trust are key to building VOT (Popa & Cotet, 2011). 

Vukotich (2023) suggests several measures enhance VOT: 1) implementing strong cybersecurity 

measures, including AI to detect threats, and improve security and trust; 2) adopting a ‘zero trust’ 

approach, which verifies every user and device, prevents unauthorized access and builds VOT; 3) 

educating users on cybersecurity best practices helps prevent malware and unauthorized access, 

increasing trust; 4) using two-factor or multi-factor authentication, such as 2-step verification, 

further strengthens security and VOT (Vukotich, 2023). 

 

7. CONCLUSIONS 

Advancements in science and technology, especially in information and digital technology, 

continuously shape and redefine trust among individuals, teams, and organizations. This rapid 

evolution necessitates ongoing adaptation within organizations to navigate volatile, uncertain, 

complex, and ambiguous environments. 

Virtual Organizational Trust (VOT) is intrinsically linked to public trust, as both are general and 

global (Faturochman, 2023). Trust dynamics within and between virtual organizations have 

become increasingly complex due to technological progress, influencing interpersonal trust, 

leadership trust, organizational development, and overall performance. Future research will 

explore VOT's impact on collaboration, knowledge sharing, and performance (Gefen at al., 2008). 

This includes addressing challenges and strategies for building and maintaining VOT, considering 

factors like geographical dispersion, cultural differences, and technology-mediated 

communication.  

Additionally, the research will examine the role of trust in virtual markets and online platforms, 

investigating how it affects consumer behavior, online transactions, and e-commerce success 

(Gefen at al., 2008). Chatterjee at al. (2023) highlight future research opportunities to study the 

impact of fraud on digital trust in Industry 4.0 and Society 5.0, exploring techniques to mitigate 

fraud risks in virtual organizations (Chatterjee at al., 2023; Fukuyama, 2018). 

Scientific progress, particularly in cognitive neuroscience, offers significant potential for 

understanding online trust (Gefen at al., 2008; Mhatre & Mehta, 2022). Future research could 

explore the neural mechanisms underlying VOT, including brain processes related to trust, such as 

prefrontal cortex activation and oxytocin release. Integrating neuroscience with organizational 

psychology can provide deeper insights into the cognitive and emotional processes underlying 



VOT, guiding the development of effective trust-building interventions in virtual teams (Mhatre & 

Mehta, 2022; Zak, 2018). 

Research on digital transformation technologies, including AI and security measures, is crucial for 

enhancing VOT (Lumineau at al., 2023). Practical steps include implementing robust cybersecurity 

measures, adopting 'zero trust' approaches, and educating users on best practices for cybersecurity 

to prevent fraud and enhance trust among stakeholders (Chatterjee at al., 2023; Fukuyama, 2018). 

Furthermore, fostering face-to-face interactions and team-building activities can enhance 

interpersonal trust and organizational culture within virtual environments. 

Future research should concentrate on cross-cultural and longitudinal studies, the impact of digital 

transformation technologies, neural correlates of trust, fraud risk mitigation, and the effects of 

Industry 4.0 and Society 5.0 on virtual organizational dynamics and worker well-being. The 

limitations of this study include reliance on survey data, geographical constraints, the rapid 

evolution of technology, and the complexity of measuring trust. 
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