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Abstract:Aspect term extraction is
primarily focused on extracting the
main topics described in a text, and it
has been widely applied in areas such
as e-commerce and sentiment
analysis. Most existing methods
mainly focus on extracting features
from one aspect of ambiguous
information or professional domain
information, which can result in loss
of information from the input
sentence sequence. Therefore, in this
paper, we propose the Fusion of
Domain-specific and Implicit Aspect
Information (FDIA) model to
improve the accuracy of aspect term
prediction. In the FDIA model, firstly,
in the representation layer, LDA and
VAE-encoder are used to capture the
ambiguous feature information of the
input sentence sequence and
concatenate them to obtain the
ambiguous representation of the input
sequence. At the same time,
professional domain corpus is
utilized to obtain the professional
information representation of the
input sequence. Next, attention
mechanism is used to calculate the
ambiguous and professional domain
feature representations of the input
sentence sequence. Finally, through
deep mining by BILSTM and
Convolution, the output label
sequence is obtained.
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1 Introduction
With the development of high

technology, Natural Language
Processing(NLP) technology has
been widely applied. Aspect-based
sentiment analysis, as a highly
concerned field, plays a crucial role
in the development of sentiment
analysis. Sentiment word extraction,
as a subtask of aspect-based
sentiment analysis, is mainly used to
extract topic words related to
language descriptions in sentences
[1-4]. Aspect words in sentences
include vague words, clear words,
domain words, and general words on
one hand, and obscure words on the
other. Clear words can be clearly
understood in sentences, while vague
words are more implicit [5-6].For
example, "my fan has good heat
dissipation effect", where "fan" is a
clear aspect word; "my computer is
expensive", where " price" is an
aspect word but vague. General
words appear in our daily life in
familiar forms, while domain words
appear in sentences as professional
terms with industry backgrounds
[7].For example, "I am a fan of this



celebrity and I really like him", where
"fan" is not an aspect word as a
general word; "The fan of this device
is of poor quality", where "fan" is an
aspect word as a proper noun.

In the past, much of the work on
aspect term extraction focused on
designing rules for feature extraction,
but this type of method is

Tabel 1
Aspect term extraction Domain embeddings Implicit aspect

A:The fan of this device is
relatively expensive.

fan price

B:I have just optimized of
the Lion , and this feature
just meets your needs.

Lion performance

C： The case of medical
devices is very strict.

case dimensions

costly [8-9]. For a long time, people
were enthusiastic about using
statistical machine learning to extract
aspect terms [10]. Statistical machine
learning especially requires relatively
accurate manual features as support,
with strict conditions for feature
extraction [11]. With the widespread
application of deep learning
technology in various fields, aspect
term extraction has attracted the
research interest of experts and
scholars. In terms of deep learning
technology, experts and scholars have
conducted research and applications
from different perspectives in aspect
term extraction [12]. Given a learning
sample, deep learning technology can
mine comprehensive features, so that
the final model can efficiently
complete the extraction task. In
aspect term mining, the ability of the
model to capture the deep meaning of
sentences is crucial. In addition,
when extracting aspect terms
involving domain words in contexts
containing vague words, there is
often insufficient ability. Although
current aspect term extraction
technology has made great progress,

there are still some shortcomings:
In the context of domain words,

vague words often exist. For example,
in sentence A in Table 1, in the field
of computer science, "fan" is a
professional domain word, while
"price" exists as an implicit word. In
order to improve prediction accuracy,
it is necessary to establish the
association relationship between
domain words and vague words.
However, current work mainly
focuses on mining domain words or
vague words [13-16], and the effect
of mining the association relationship
between domain words and vague
words is poor. In most works, when
inputting representations for domain
words and vague words, they are
often separated, so the results of their
training do not have a semantically
fused representation of domain words
and vague words.

If the relationship between
domain words and vague words can
be mined, it can greatly improve the
recognition accuracy of aspect terms.
For example, in sentence B in Table 1,
when the feature of the vague word
"performance" is ignored, the domain



word "Lion" may be understood as an
animal, such as an elephant or a tiger.
Therefore, in the field of aspect term
extraction, previous methods that
separately studied the extraction of
domain words and vague words may
incorrectly predict aspect terms in
sentence B, resulting in failing to
recognize "Lion" as an aspect term
here. Similarly, in sentence C in
Table 1, if only the domain word
"case" is mined for aspect terms, the
final prediction result will lose
relevant features about "dimensions".
Therefore, previous research that did
not consider vague word features
would all lead to incorrect prediction
results for related aspect terms in
sentences A, B, and C in Table 1.

In summary, the integration of
domain-specific words and vague
words plays a key role in capturing
the meaning of sentences. In [17], Xu
et al. only use the features of
professional words and general words
as key information for sentence
representation to obtain sentence
information. Using professional
words or vague words unilaterally as
comprehensive information for
sentences will lead to deviations in
final prediction results.

In this paper, we propose the
FDIA model to improve the accuracy
of aspect term extraction. We predict
aspect terms by considering
comprehensive features that fuse
professional domain words and vague
word information, making the word
representation more comprehensive.
The overall structure of the model in
this paper includes five parts: Input
Layer, Embedding Layer, BILSTM
Layer, Convolution Layer, and

Output Layer. The input sentence is
first processed by a feature extractor,
which includes LDA fuzzy feature
extraction [18-19], domain word
representation [20], BERT
representation [21], VAE-encoder
[22], and ATTENTION layer [23-25].
Then it is processed by BILSTM for
long-distance feature extraction
[26-28], and finally obtains a feature
vector of comprehensive information
through the Convolution layer
[29-31]. In the feature extractor, LDA
helps to extract fuzzy information in
the sentence, and VAE-encoder is
helpful in obtaining hidden
information. By splicing these two
types of information, we can obtain a
fuzzy word comprehensive feature
with contextual information. Under
the attention mechanism, the fuzzy
word comprehensive feature and the
domain word will obtain the feature
related to the association between
domain words and vague words. In
Section 3.1, we briefly describe the
problem, and in Section 3.2, we
provide a detailed description of the
model structure.

The main contributions of this
paper can be summarized as follows:

In previous aspect term
extraction work, only vague
information or domain information
was focused on when obtaining
aspect terms, resulting in significant
information loss during the extraction
process. By fusing vague word
information and domain word
information and using attention
mechanism to enable aspect terms to
focus on the comprehensive
information of domain words and



implicit words, the acquisition of
aspect terms becomes more accurate.

LDA is used to extract vague
word information and the
representation of vague information
processed by the variational
autoencoder is spliced to obtain
vague word feature information about
context. Then, the spliced vague word
feature information is used for
attention calculation with sentences
containing domain word feature
information to obtain sentence
features with stronger comprehensive
information, enabling the mining of
deeper level information. The
remaining structure of this paper is as
follows: The related work section
includes some progress in aspect term
extraction; The model description
section includes the model structure;
The conclusion section summarizes
the article.
2 Related Work

With the given set of statements,
aspect term extractionWith the given
set of statements, aspect term
extraction technology can achieve the
function of key information
extraction. In most previous works,
aspect terms in the text were simply
extracted without considering the
coexistence of vague word
information and domain word
information [32]. However, as model
understanding ability continues to
improve, it is no longer as difficult to
consider both vague word
information and domain word
information simultaneously. In
particular, the rapid development of
pre-trained models has made it more
convenient to solve the problem of
fusing vague word and domain word

information, and has also reduced the
bias of model predictions.

In this paper, we focus on aspect
term extraction. In many research
directions in NLP, the initial methods
were almost all implemented based
on manually extracted features
[33-34]. With the development of
computer technology, neural
network-based methods have been
favored by experts and scholars. On
the premise of above feature
extraction, the final category is
predicted through conditional random
fields, maximum entropy, etc.

However, in previous work, only
domain word information or vague
word information was considered for
aspect term extraction. In [14,17],
only domain words or common words
were considered unilaterally without
synthesizing vague word information,
resulting in the model only learning
unilateral features of domain words
or common words during aspect term
extraction, thus reducing the
prediction accuracy of the model. In
[35], only explicit words or implicit
words were considered, with more
focus on capturing the characteristics
of implicit information and only
considering the mining of implicit
words. In [36], knowledge graph
related to domain words was
introduced to enhance relevant
feature information, but only the
interdependence relationship within
domain words was considered, while
the relationship between domain
words and implicit words was
ignored. In [37], the author Xu,
Qiannan et al. introduced viewpoint
information to enhance the mining of
implicit words in order to strengthen



the feature information of implicit words,
but the mining of vague word feature
information was still insufficient.

Based on the above research
shortcomings, the FDIA model is based
on the above research shortcomings, the
FDIA model is proposed in this paper to
solve these existing problems. Firstly, by
mining the features of implicit words
and domain words, then calculating the
relationship between implicit word
information and domain word
information to enhance aspect term
information and complete accurate
mining of aspect terms.
3 Model Description
3.1 Problem Description

Suppose there is a language
sequence consisting of n words X =

{x1, x2, ⋯xn−1, xn} ,we aim to obtain
another language sequence through
sequence labeling task Y =
{y1, y2, ⋯yn−1, y} .Here, �� ∈ {�, �, �} ,B
represents the beginning identifier of
the extracted aspect term, We
represents the internal word identifier
of the extracted aspect term, and O
represents the identifier that does not
belong to the aspect term. For
example, in Figure 1, after inputting
the sentence sequence into the model
for prediction, the corresponding
labels for the words in the input
sequence are obtained. The label of
the aspect term "fan" is "fan", while
the labels for other words that do not
exist as aspect terms are "O".

Fig.1. Sequence Labeling Diagram

3.2 Model
We propose the FIDA model to

predict aspect terms. The overall
structure of the model is shown in
Figure 2. The FIDA model includes
an input layer, a representation layer,
a BILTM layer, a Convolution layer,
and an output layer. The input layer is
the sentence sequence. The
representation layer separately
obtains the implicit representation of
the input sequence through domain
word embedding ��

� , LDA-extracted
related words about implicit words,
and BERT representation ��

� . It also
obtains the implicit representation

��
� of the input sequence directly
through VAE-encoder. Then, it
splices ��

� and ��
� together to obtain

the comprehensive implicit
information representation ��

�� of
the input sequence. After that, the
attention mechanism is used to
calculate the association between the
domain information representation
and the implicit information
representation of the input sequence
to obtain the comprehensive
representation ��

��� of the input
sequence. The detailed structure of
the representation layer is shown in
Figure 3. Finally, the comprehensive



representation ��
��� is further mined

for deep information features of
sentences through the BILTM layer

and Convolution layer to make
predictions more accurate.

Fig.2. Model Structure Diagram

Fig.3. Detailed Structure Diagram
3.2.1 Representation Layer

The input sentence sequence is
represented by professional domain
words, and the corpus of professional
domain word representation can be
determined based on the extracted
aspect term domain. Then, embedding
representation can be obtained for the
professional domain. The fuzzy
information features ��

�� obtained
through LDA, BERT, and
VAE-encoder operations are
represented by attention mechanisms
as shown in equations (1)-(4):

��� = ��⨁�� (1)
��

�� = ∅(���
�� + �) (2)

��
� = ∅(���

� + �) (3)
`��

� = ��
����

�� + ��
���

� (4)
In equation (1), represents the

feature representation of the input
sentence sequence extracted by LDA,
�� represents the feature
representation of the input sentence
sequence extracted by VAE-encoder,
and ⨁ represents the splicing
operation. In equations (2) and (3), b
is obtained through training, and ∅ is
a nonlinear function. In equation (4),
��

� represents the nth element of the
comprehensive representation of the
input sentence sequence obtained by
the representation layer.



3.2.2 BILSTM Layer
Since convolutional neural

networks have a powerful feature
extraction ability, the output of the
BILSTM layer is used as the input to
the convolutional neural network.
After passing through the first layer
of the convolutional neural network,
the output is represented by the
following equation:
First_Layer(i, j) =

RELU( n=1,m=1
n,m ��

��(�, �)� ∙ weight(i −

n + 1, j − m + 1)) (11)
Where First_Layer(i, j) represents

the element at the i-th row and j-th
column after the output of the first
layer of the convolutional layer,
weight(i − n + 1, j − m + 1) denotes
the element at the i-n+1-th row and
j-m+1-th column of the convolutional
kernel, and RELU stands for the
Rectified Linear Unit activation
function.

The second layer of the
convolutional layer is represented by
formula (11), and similarly for the third
layer. The third layer of the
convolutional layer is a fully connected
layer, as shown in formula (12):
�� = ����(� ∗ Second_Layer(i, j) +
b) (12)

Where W is a trainable weight
matrix, b is a trainable bias parameter,
and �� represents the output label
information representation of the
input sentence sequence.
3.2 Training

The model's objective function
is represented by formula (13), and
the optimal parameters of the model
are obtained using gradient descent.
Cross_Loss =−

s=1
S

w=1
W p(ys,w|xw)log(p(ys,w|xw))�� −

weight 2

WS
(13)

Where S represents the total
number of sentences in the training
sample, W represents the total
number of words in the training
sample, Cross_Loss represents the
optimization value of the objective

function, weight 2

WS
represents the

penalty term, and weight represents
the trainable weight matrix.
4 Conclusion

In this paper, we first analyzed
multiple articles from different
perspectives. Then, we enhanced
aspect word feature information by
considering the correlation between
fuzzy word information and domain
word information to achieve
comprehensive information mining of
aspect words. To address the
limitations of most current works in
aspect word extraction that mainly
focus on extracting either fuzzy or
domain information separately, we
propose the FDIA model. In the FDIA
model, firstly, in the representation
layer, LDA and VAE-encoder are
used to capture the fuzzy features of
the input sentence sequence and
concatenate them to obtain the fuzzy
representation of the sequence; at the
same time, professional domain
lexicons are used to obtain the
professional domain representation of
the input sequence. Next, attention
mechanism is used to obtain the fuzzy
and professional domain feature
representation of the input sentence
sequence. Secondly, through deep
mining by BILSTM and Convolution
Layer, the output label sequence is
obtained. In this work, we mainly



focused on theoretical analysis, and
will conduct specific experiments in
future work.
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