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Explainable by Design
A design framework to support the design of explainable user interfaces

KERRI-ELLEN CASEY, Tallinn University, Estonia

SONIA SOUSA, Tallinn University, Estonia

The technological advancement of artificial intelligence (AI) and large language models (LLMs) are rapidly changing what systems can
do and how people interact with them. Usable and Explainable AI (XAI) is identified as a key human-centred AI (HCAI) challenge to
address. Although existing research offers high-level principles and guidelines to design for AI, there is limited support in how to
translate these into interface decisions, specifically for the design of explainable user interfaces (XUI). This research aims to address the
gap through the development of a practical framework for user experience (UX) designers. Through the RtD methodology, the research
follows a qualitative approach across four phases. In Phase 1, a scoping review and thematic analysis identified interface-level XUI
guidelines. In Phase 2, the guidelines were validated and operationalised into practitioner-facing reflective design questions through
two expert reviews. In Phase 3, a participatory workshop with UX designers classified UI patterns across explanation dimensions to
support explainability. Finally the outputs across all phases were synthesised into a practical and flexible framework for UX designers.
A set of 5 learning cards introduce the theoretical foundations, 14 XUI guidelines accompanied by reflective questions support theory
in practice, and a UI pattern decision tree to guide the selection of design patterns. The result is a design artefact that bridges academic
theory and design practice for the design of XUIs in AI products and systems.

CCS Concepts: • Human-centered computing → Human computer interaction; Web-based interaction.

Additional Key Words and Phrases: Explainable AI (XAI), Explainable user interfaces (XUI), Interaction Design, User Experience,
Human-Centered design
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1 Introduction

In 2025, with the technological advancement of large language models (LLMs), AI is becoming more ’efficient, affordable,
and accessible’ [9], a transition from an emerging technology to a business imperative. The development of new
algorithms is changing what systems and products can do and also how people interact with them. Nielsen (2023) [11]
observes that we are now witnessing the emergence of the third user interface paradigm in sixty years. Command-based
interactions have dominated for three generations of user interface design, whereby users and computers take turns, and
users explicitly direct the system. The third paradigm, intent-based outcomes, shifts the locus of control, where the user
tells the computer what outcome they want. This transition brings benefits and challenges ’when users don’t know how
something was done, it can be harder for them to identify or correct the problem’ [11]. These changes also create new
challenges for user experience (UX) designers to address, who must now design interfaces that operate probabilistically
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2 Casey and Sousa

rather than deterministically. These non-deterministic behaviours produce outputs that are difficult to predict or explain
[15]. UX designers can address these changes by mitigating potential risk for end-users through explainable and
transparent user interfaces. As noted by Chen (2025) [4], as AI maturity grows, the demand for designers with the skills
to shape these experiences will increase, and the speed at which generative AI has been deployed necessitates the need
to reskill the labour force [4]. There is a growing body of HCAI research which aims to address the design challenges of
AI through the contribution of design principles and guidelines [2, 3, 13]. More recent work focuses specifically on
generative-AI [15, 16] and explainable interfaces [10]. While the existing literature offers high-level principles and
guidelines, there is limited support to translate these principles into practical, interface-level decisions for explainable
user interfaces (XUI). This lack of support leaves designers without tools to translate and apply explainability concepts
during the product design process. Furthermore, a lack of practical support risks overlooking the explanation needs of
end users in real-world systems. With the rapid development of AI into digital products and systems, this gap highlights
the opportunity to provide support to assist designers’ decision-making process.

2 Research goal and motivation

The aim of this research is to create a design framework to support the design of explainable user interfaces grounded in
the literature and drawing from practice. Three research goals (RG) have been identified (1) to identify and consolidate
AI design principles and guidelines in the literature to support the design of explainable user interfaces; (2) to identify
UI patterns that support explainability; and (3) to develop an explainable user interface framework to support designers
when designing AI systems and products.

2.1 Research methodology

This research draws on two distinct but complementary sources: design guidelines in the literature (RQ1) and UI
patterns from industry practice (RQ2). Their integration forms the design framework in (RQ3). The research follows a
research procedure divided into 4 phases 1.

Fig. 1. Overview of the research methodology
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Explainable by Design 3

3 Background

Explainable AI, a term coined by game developers and academic researchers van Lent et al. in (2004) [14], was used
to define their ’system’s capacity to explain the actions of AI-controlled entities in simulation gaming applications.’
[1]. Today, it is an expansive research field with the purpose of making the results or outputs of AI systems more
understandable and transparent [1]. Although there are no standardised definitions of XAI, DARPA defines XAI as
’AI systems that can explain their rationale to a human user, characterise their strengths and weaknesses, and convey
an understanding of how they will behave in the future’ [6]. Through a set of methods and techniques, XAI aims to
address the black-box of AI to explain its inner workings and to produce more explainable models [8].

From a user perspective, we can think of XAI as ’How does it work?’, "What mistakes can it make?" and “Why
did it just do that?” [7]. Furthermore, from a regulatory standpoint, the European Union has established the ‘right
to explanation’ under the General Data Protection Regulation (GDPR) [5], and for organisations in many contexts,
explainability extends to this legal requirement. Although significant progress has been made in XAI research, the
needs and goals of the target users can be overlooked, and there are still limitations in creating effective explanations
for end users. Nguyen et al. (2024, p. 1) [10] states that "most explanations produced by XAI still lack usability, practical
interpretability, and efficacy for real users". To address this, a new perspective is required to shape the future of
technology so as ’to better serve human needs’ [11].

The shift from an algorithm-focused approach to a humanist approach is addressed by human-centred AI (HCAI).
HCAI advocates for the design and development of AI systems that are trustworthy, ethical and usable with a consider-
ation for the individual and societal impacts. In order to foster Responsible AI, we need to go beyond what is inside the
“black-box” and understand what is outside the ’black box’ [12].

The study of explainable interfaces represents an emerging field that considers the design aspects of XAI systems.
To enhance the user experience of XAI, the design of user interfaces is increasingly recognised as a vital component
within the overall XAI application process [8]. As the term is relatively new dating back to 2021 [10] there are limited
definitions for EI. Chromik and Butz (2021) [3] define the concept of an explanation user interface (XUI) as ’the sum of
outputs of an XAI process that the user can directly interact with’. Almost all XAI systems will have an explainable
interface, whether they are intentionally designed or not [10]. Thus, it is imperative that there are effective guidelines
for designers to design AI explanations that communicate and facilitate the interaction.

4 Results

This section starts by presenting an overview of the RQ1 results (What AI design principles and guidelines exist in
the literature to support the design of explainable user interfaces?. Based on the scoping review, guidelines were
consolidated under six themes (Interaction, Presentation, Language, Users, Evaluation, and Ethics and trust). The themes
were validated and refined with two experts (an XAI expert, an industry practitioner, and a UX educator) and aimed to
provide feedback on their clarity and usefulness for designers.

4.1 The proposed AI design principles and guidelines

Understanding and transparency: support users to develop accurate mental models of the AI system. These
guidelines address the fundamental need for users to understand how the AI functions, what it can do, and why
it produces specific outputs.

Manuscript submitted to ACM
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4 Casey and Sousa

Exploration and control: encourage designers to create meaningful user agency and exploration of AI outputs.
Emphasise user interaction with the AI as well as multiple interaction types and explanation outputs to maintain
appropriate control before, during, and after a user-AI interaction.

Usability and accessibility: addresses the need for usable and accessible explainable interfaces. Consider multi-
modal explanations to ensure AI outputs are suitable for users with a diverse set of needs and abilities, to reveal
the necessary information for the task at hand through progressive disclosure, and always provide the option
for users to give their feedback.

Information and presentation: focus on effective communication of AI explanations. This includes considera-
tions for the structure of visual and textual information to reinforce understanding and learning. In totality,
these guidelines address how the explanation content should be organised, formatted, and delivered to the end
users.

4.2 Classification of UI patterns to support explainability in the interface

Address RQ2 (“How do designers classify explainable UI patterns across explanation dimensions?”) achieved through a
participatory workshop with experienced designers with the aim to identify UI patterns that can support explainability
and transparency and classify them according to explanation dimensions (Explanation scope, User need for explanation,
and Interaction phase).

Table 1. UI pattern classification - Explanation scope distribution

Dimension Designer mapping Count UI pattern
Explanation scope Local 9 Show the work, Input and output compar-

ison, Demonstrated thinking, Progressive
processing display, Before & after compar-
ison, Manual overrides, Confidence status,
Caveat

Global 5 Dataset explorer, Explanation of algorithm,
Token transparency, Algorithm effective-
ness rating, Dataset visualisation

Both (Global & Local) 5 Risk alert, Criteria sliders, Setting expecta-
tions, Source citation, Modal confidence

This classification was grounded in the concepts gathered from the literature. Results highlighted three classifications
of explanation scope (Global, Local, Both global and local) along with the remaining dimensions, user need for
explanations, and where it may occur in the human-AI interaction (Before, During, After).

4.3 XUI framework to support the designers

Through a scoping review and thematic analysis, two expert reviews, and a designer participatory workshop, the final
framework was designed to balance theory and practice through learning cards, guidelines, reflective questions, and a
UI pattern decision tree to support the design of explainability in the user interface. The results were addressed through
RQ3 (How to develop a design framework to support the design of explainable user interfaces?).

The combination of the insights are envisioned through the framework for XUI: (1) the set of learning cards provide
designers with a foundational knowledge in XUIs; (2) the guideline detail cards encourage a user-centered perspective
Manuscript submitted to ACM



209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

Explainable by Design 5

Fig. 2. XUI framework design process

when thinking about explanations and explainable interfaces to support HCAI goals; (3) the guideline detail cards
formatted as reflective practitioner questions supports design reflection-in-action (Schön, 1993); and (4) the UI pattern
decision tree allows for the comparison of UI patterns across explanation dimensions to bridge theory with interface-level
choices.

5 Conclusions

As AI becomes more embedded in our everyday systems and products, it changes not only what systems can do but
also how people interact with them. AI is no longer a feature; it is a new design material with which designers must
work. It requires us to think about how we communicate, guide and empower users ethically to build and retain trust.
Research-through-design aims to produce a tangible artefact and build a bridge between theory and practice. Through
three core research goals:

(1) identify and consolidate AI design principles and guidelines in the literature to support the design of explainable
user interfaces,

(2) classify UI patterns that support explainability and
(3) Develop an explainable user interface framework to support designers, the end result is a design artefact

grounded in literature and practice.
Manuscript submitted to ACM
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6 Casey and Sousa

As we enter this new interface paradigm, Explainable by Design is a framework to support the design of explainable
user interfaces.While the frameworkwill continue to evolve, it reflects the broader imperative to equip designers with the
knowledge, language, and actionable steps to shape AI products that are explainable, transparent, and human-centred.

Fig. 3. Explainable by Design: Sample cards
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