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Abstract: This paper investigates the problem of projective synchronization for fractional-order BAM neural networks with
discrete and distributed delays. By fractional-order Razumikhin theorem and fractional differential inequality, sufficient condi-
tions are derived to realize the Mittag-Leffler projective synchronization. To solve this problem, the state feedback and adaptive
controllers are, respectively, designed. Numerical simulations are given to manifest the effectiveness of the proposed methods.
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1 Introduction

It is well known that fractional-order differential systems
has aroused the attention of numerous researchers because of
its extensive applications in various areas such as applied in
diffusion, electromagnetism, and quantum evolution of com-
plex systems [1]. Fractional-order calculus can be thought as
the extension of integer-order calculus. In addition, it has a
great advantage than conventional integer-order calculus in
depicting materials and process having infinite memory and
hereditary [2]. Based on these features, some researchers
has combined the fractional-order calculus with the neural
networks to depicting the dynamic characteristics of neural
networks.

Neural networks related to bidirectional associative mem-
ory(BAM)have been proposed by Kosko. BAM neural net-
works consist of neurons distributed in two layers, one of
which is fully connected to the other, and there is no internal
connection between the layers[3]. The dynamical analysis
of BAM neural networks has attracted widely attention and
Significant results have been invested [4][5]. It is mentioned
that BAM neural networks focus on synchronization and fi-
nite time synchronization, stabilization for BAM models.

Over the past two decades, synchronization is a hot topic
due to the importance of application in a variety of fields.
Such as automatic control, electronic engineering, secure
communication and biological systems[6]-[9]. At present
several synchronization schemes such as projective synchro-
nization [10][11], complete synchronization[12][13], anti-
synchronization[14], lag-synchronization[15]-[17], how-
ever, projective synchronization is a interesting behavior not
only the difference in phase between the master-slave sys-
tems is concerned, but also a proportional scale can be found
in amplitudes of state vectors.

Time delays are inevitably in the neurons communication
and finite switching speed of amplifiers, which cause the di-
vergence, oscillation, instability and some complex dynamic
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behaviors in systems [9][19]. The synchronization of frac-
tional order BAM neural networks with time delay are in-
vested in[5]. However, the authors did not consider the dis-
tributed delays.

Motivated by the previous works and background, the
objective of this paper is to investigate the fractional-order
BAM neural networks of Mittag-Leffler projective syn-
chronization with mixed time delays. To the best of our
knowledge, there are no attempt have been taken on this
topic. Two kinds of controllers namely feedback controller
and adaptive controller, are employed for the Mittag-Leffler
projective synchronization. The rest of the paper is outlined
as follows. In section 2, some assumptions, preliminaries
and useful lemmas are introduced. In section 3, two differ-
ent control scheme are designed to accomplish projective
synchronization. In section 4, several numerical examples
and simulation are presented to show the effectiveness of the
obtained results. Finally, conclusions are drawn in section 5.

1.1 Model description and preliminaries
In this paper, we consider a class of mixed time-varying

delayed fractional-order BAM neural networks model



Dαxi(t) =− cixi(t) +
m∑
j=1

aijfj(yj(t))

+
m∑
j=1

bijfj(yj(t− τ (1)(t)))

+

m∑
j=1

dij

∫ t

t−τ(2)(t)

fj(yj(s))ds+ Ii,

Dαyj(t) =− c̃jyj(t) +
n∑

i=1

ãjigi(xi(t))

+
n∑

i=1

b̃jigi(xi(t− σ(1)(t)))

+
n∑

i=1

d̃ji

∫ t

t−σ(2)(t)

gi(xi(s̃))ds̃+ Ĩj .

(1)



with the initial conditions

xi(t) = φi(t), yi(t) = Φj(t), t ∈ [−τ, 0].

in which 0 < α < 1, Dα represents Caputo type fractional-
order derivatives of order α from 0 to t [1], xi(t) and yj(t)
represent the membrane voltages of i− th neuron and j− th
neuron in the X-and Y-layers, gi(xi) and fj(yj) is the neuron
activation function of the i−th and j−th neuron at the time t
respectively, bij , cij , dij , and b̃ji, c̃ji, d̃ji denotes the weight
coefficients of the neurons. Ii and Ĩj represent external input
of X-layer and Y-layer, τ (1)(t), τ (2)(t) and σ(1)(t), σ(2)(t)
are discrete and distributed time-varying delays.

Throughout this paper, the following assumption is con-
sidered.
Assumption 1: for any zi ∈ Rn(i = 1, 2) there exists con-
stants Lf

j > 0, Lg
i > 0(i = 1, 2 · · · , n.j = 1, 2, · · · ,m)

such that

|fj(z1)− fj(z2)| ≤ Lf
j |z1 − z2|, j = 1, 2, · · ·

|gi(z1)− gi(z2)| ≤ Lg
i |z1 − z2|, i = 1, 2, · · ·

Assumption 2:

0 ≤ τ (1)(t), τ (2)(t) ≤ τ, 0 ≤ σ(1)(t), σ(2)(t) ≤ σ.

where τ and σ are positive real constants.

In order to achieve the Mittag-Leffler projective synchro-
nization between master and slave system, fractional-order
BAM neural networks (1) is regarded as the master system,
and the following form is denoted slave systems:



Dαx̃i(t) =− cix̃i(t) +

m∑
j=1

aijfj(ỹj(t))

+
m∑
j=1

bijfj(ỹj(t− τ (1)(t)))

+
m∑
j=1

dij

∫ t

t−τ(2)(t)

fj(ỹj(s))ds

+ Ii + ui(t),

Dαỹj(t) =− c̃j ỹj(t) +

n∑
i=1

ãjigi(x̃i(t))

+

n∑
i=1

b̃jigi(x̃i(t− σ(1)(t)))

+
n∑

i=1

d̃ji

∫ t

t−σ(2)(t)

gi(x̃i(s̃))ds̃

+ Ĩj + vj(t).

(2)

The initial condition of slave system (2) are x̃i(t) = φ̃i(t),
ỹj(t) = Φ̃j(t), t ∈ [−τ, 0]. We define the synchronization
errors as exi (t) = x̃i(t) − βxi(t), i = 1, 2 · · · , n, eyj (t) =
ỹj(t)−βyj(t), j = 1, 2 · · · ,m. From master system (1) and

slave system (2), we have

Dαexi (t) =− cie
x
i (t) +

m∑
j=1

aij f̃j(e
y
j (t))

+

m∑
j=1

bij f̃j(e
y
j (t− τ (1)(t)))

+
m∑
j=1

dij

∫ t

t−τ(2)(t)

f̃j(e
y
j (s))ds+ ui(t) +H(t),

Dαeyj (t) =− c̃je
y
j (t) +

n∑
i=1

ãjig̃i(e
x
i (t))

+
n∑

i=1

b̃jig̃i(e
x
i (t− σ(1)(t)))

+
n∑

i=1

d̃ji

∫ t

t−σ(2)(t)

g̃i(e
x
i (s̃))ds̃+ vj(t) + F (t).

(3)

where

f̃(eyj (t)) = f(ỹj(t))− f(βyj(t))

f̃(eyj (t− τ (1)(t)))

= f(ỹj(t− τ (1)(t)))− f(βyj(t− τ (1)(t)))

f̃(eyj (s)) = f(ỹj(s))− f(βyj(s))

g̃(exi (t)) = g(x̃i(t))− g(βxi(t))

g̃(exi (t− σ(1)(t)))

= g(x̃i(t− σ(1)(t)))− g(βxi(t− σ(1)(t)))

g̃(exi (s̃)) = g(xi
˜(s))− g(βxi(s̃i))

H(y(t), τ (1)(t), τ (2)(t), β)

=
m∑
j=1

aij [βf(yj(t))− f(βyj(t))]

+

m∑
j=1

bij [βf(yj(t− τ (1)(t)))− f(βyj(t− τ (1)(t)))]

+
m∑
j=1

dij

∫ t

t−τ(2)(t)

βf(yj(s))− f(βyj(s))ds+ β(Ii − 1)

F (x(t), σ(1)(t), σ(2)(t), β)

=
n∑

i=1

ãji[βg(xi(t))− g(βxi(t))]

+
n∑

i=1

b̃ji[βg(xi(t− σ(1)(t)))− g(βxi(t− σ(1)(t)))]

+

n∑
i=1

d̃ji

∫ t

t−σ(2)(t)

βg(xi(s̃))− g(βs̃)ds̃+ β(Ĩj − 1)

Remark 1: a wide range of nonlinear functions are covered
in assumption 1,which involves a class of fractional chaotic
systems. In addition, time-varying delays is only required to
be bounded without any derivative constriant[31].

2 Preliminaries

Definition 1.([1]) The fractional integral of order for a
function f is defined as Iαf(t)



Iαf(t) =
1

Γ(α)

∫ t

t0

(t− τ)α−1f(τ)dτ

where t ≥ t0 and α > 0.

Definition 2. ([2]) The Caputo’s fractional derivative of
order α for a function f ∈ Cn+1([t0,+∞], R) is defined by

Dαf(t) =
1

Γ(n− α)

∫ t

t0

f (n)(τ)

(t− τ)α−n+1
dτ

where t ≥ t0 and n is a positive interger such that n − 1 <
α < n. Particulary, when 0 < α < 1

Dαf(t) =
1

Γ(1− α)

∫ t

t0

f ′(τ)

(t− τ)α
dτ

Definition 3. ([2]) The Mittag-Leffler function with two
parameters is defined as

Eα,β(z) =
∞∑
k=0

zk

Γ(kα+ β)

where α, β > 0, and z ∈ C(complexes set). when β = 1,
Eα(z) = Eα,1(z).

Definition 4. The master system (1) and slave system (2)
are said to be Mittag-Leffler projective synchronization with
projective coefficient β, if there exist positive constants λ >
0 and b > 0, such that

∥y(t)− βx(t)∥ ≤ M(δ)Eα(−λ(t− t0)
α)

for any t ≥ t0 + T , where ∥y(t0)− βx(t0)∥ ≤ δ.

Remark 2. Based on the definition of the Mittag-Leffler
function, which implies the asymptotic projective syn-
chronization. The projective synchronization is complete
synchronization, if β = 1; the projective synchronization is
anti-synchronization, if β = −1.

Lemma 1. ([20]) Let v(t) and w(t) be two continuous
nonnegative functions and satisfy
Dα

t0(v(t) + w(t)) ≤ −λv(t)
where 0 < α < 1 and λ > 0. there exists a T > 0 such that
v(t) ≤ (v(t0) + w(t0) + h)Eα(−λ(t− t0)

α)), t ≥ t0 + T.
where h is any positive constant.

3 Mittag-Leffler projective synchronization

In this section, we will derive some conditions to ac-
complish the Mittag-Leffler projective synchronization un-
der two kinds of controllers respectively.

3.1 Feedback control scheme
Choose the control input ui, vj in the slave system as the

following form


ui(t) = −H(y(t), τ (1)(t), τ (2)(t), β) + wi(t),

wi(t) = −ki(t)[x̃i(t)− βxi(t)],

vj(t) = −F (x(t), σ(1)(t), σ(2)(t), β) + w̃j(t),

w̃j(t) = −k̃j(t)[ỹj(t)− βyj(t)].

(4)

Theorem 1: Under the assumption 1− 2, the system (1) and
the system (2) are Mittag-leffler projective synchronization
based on the control scheme (4) and in which the parameters
satisfy



ξ1 = min

{
min

i

(
ci −

n∑
i=1

ãjiL
g
i + ki(t)

)
,

min
j

(
c̃j −

m∑
j=1

aijL
f
j + k̃j(t)

)}
≥ ξ1,

ξ2 = max

{
max

i

( m∑
j=1

dijL
f
j τ

(2)(t) +

m∑
j=1

bijL
f
j

)
,

max
j

( n∑
i=1

d̃jiL
g
i σ

(2)(t) +
n∑

i=1

b̃jiL
g
i

)}
≥ 0.

(5)

Proof. Consider the following Lyapunov-Krasovskii func-
tional candidate

V (t, e(t)) =
n∑

i=1

|exi (t)|+
m∑
j=1

|eyj (t)|

Calculating the derivative of V (t, e(t)) with respect to t
along solution of error system (3)

DαV (t, e(t)) ≤
n∑

i=1

sign(exi (t))D
αexi (t) +

m∑
j=1

sign(eyj (t))D
αeyj (t)

≤
n∑

i=1

sign(exi (t))
{
− cie

x
i (t) +

m∑
j=1

aij f̃j(e
y
j (t))

+
m∑
j=1

bij f̃j(e
y
j (t− τ (1)(t))

+

m∑
j=1

dij

∫ t

t−τ(2)(t)

f̃j(e
y
j (s))ds− ki(t)e

x
i (t)

}
+

n∑
i=1

sign(eyj (t))
{
− c̃je

y
j (t) +

n∑
i=1

ãjig̃i(e
x
i (t))

+

n∑
i=1

b̃jig̃i(e
x
i (t− σ(1)(t))

+

n∑
i=1

d̃ji

∫ t

t−σ(2)(t)

g̃i(e
x
i (s̃))ds̃− k̃j(t)e

y
j (t)

}
Applying assumption (1)− (2), we can obtain that

DαV (t, e(t)) ≤−
n∑

i=1

(ci + ki(t))|exi (t)|

+
n∑

i=1

m∑
j=1

aijL
f
j |e

y
j (t)|

+

n∑
i=1

m∑
j=1

bijL
f
j |e

y
j (t− τ (1)(t))|

+
n∑

i=1

m∑
j=1

dijL
f
j

∫ t

t−τ(2)(t)

|eyj (s)|ds

(6)



−
m∑
j=1

(c̃j + k̃j(t))|exi (t)|

+
n∑

i=1

m∑
j=1

ãjiL
g
i |e

x
i (t)|

+

n∑
i=1

m∑
j=1

b̃jiL
g
i |e

x
i (t− σ(1)(t))|

+
n∑

i=1

m∑
j=1

d̃jiL
g
i

∫ t

t−σ(2)(t)

|exi (s̃)|ds̃

≤−
n∑

i=1

(ci + ki(t)−
n∑

i=1

ãjiL
g
i )|e

x
i (t)|

+ sup
t−τ≤s≤t

(
m∑
j=1

dijL
f
j τ

(2)(t)

+
m∑
j=1

bijL
f
j )|e

y
j (s)|

−
m∑
j=1

(cj + k̃j(t)−
m∑
j=1

aijL
f
j )|e

y
j (t)|

+ sup
t−σ≤s̃≤t

(

n∑
i=1

d̃jiL
g
i σ

(2)(t)

+

n∑
i=1

b̃jiL
g
i

)
|exi (s̃)|.

Where

ξ1 , min

{
min

i

(
ci + ki(t)−

n∑
i=1

ãjiL
g
i

)
,

min
j

(
c̃j + k̃j(t)−

m∑
j=1

aijL
f
j

)}
,

ξ2 , max

{
max

i

( m∑
j=1

dijL
f
j τ

(2)(t) +
m∑
j=1

bijL
f
j

)
,

max
j

( n∑
i=1

d̃jiL
g
i σ

(2)(t) +

n∑
i=1

b̃jiL
g
i

)}
From the condition (5), we can get a parameter ξ , which

satisfies 0 < ξ ≤ ξ1 − ξ2, and the equation (6) can be
written as

DαV (t, e(t)) ≤ −ξ

( n∑
i=1

|exi (t)|+
m∑
j=1

|eyj (t)|
)

= −ξV (t, e(t)).

whenever

V (t+ s, e(t+ s)) ≤ V (t, e(t)),−τ ≤ s ≤ 0 (7)

Then V (t, e(t)) ≤ V (0, exi (0), e
y
j (0))Eα(−ξtα).

That is to say

∥exi (t)∥+ ∥eyj (t)∥ ≤ Eα(−ξtα)

{
∥φ− φ̃∥+ ∥Φ− Φ̃∥

}
.

Thus, from definition 2, the master-slave system (1) and
(2) are Mittag-Leffler projective synchronized under the
feedback control scheme (4). the proof is completed.

Remark 3. The inequality (7) is called Razumikhin
condition[5], which is usually used in integer order for
functional differential equation, and also can be utilized in
fractional-order systems with time delays in[30].

Remark 4. The methods of using the state feedback con-
troller, can be used for both tracking control problems, sta-
bilization and synchronization. In the following theorem
we address this problem by designing a adaptive control
scheme.

3.2 Adaptive control scheme
Theorem 2. Under the assumption (1)-(2), if the adaptive

controller be chosen the following form



ui(t) =−Hi(t)− li(t)sign(e
x
i (t))

m∑
j=1

|eyj (t− τ (1)(t))|

− pi(t)ei(t)−
m∑
j=1

hi(t)

∫ t

t−τ(2)(t)

|eyj (s)|ds,

Dαli(t) =ηi|exi (t)|
m∑
j=1

|eyj (t− τ (1)(t))|,

Dαpi(t) =ρie
x
i (t)

2,

Dαhi(t) =εi|exi (t)|
m∑
j=1

∫ t

t−τ(2)(t)

|eyj (s)|ds,

(8)

and

vj(t) =− Fj(t)− l̄j(t)sign(e
y
j (t))

n∑
i=1

|exi (t− σ(1)(t))|

− p̄j(t)e
y
j (t)−

n∑
i=1

h̄j(t)

∫ t

t−σ(2)(t)

|exi (s̃)|ds̃,

Dα l̄j(t) =ϱj |eyj (t)|
n∑

i=1

|exi (t− σ(1)(t))|,

Dαp̄j(t) =ωje
y
j (t)

2,

Dαh̄j(t) =δj |eyj (t)|
n∑

i=1

∫ t

t−σ(2)(t)

|exi (s̃)|ds̃,

(9)

where i = 1, 2, · · · , n, j = 1, 2, · · · ,m. ηi, ρi, εi, ϱj , ωj , δj
are arbitrary positive constants, then the master -slave system
(1) and (2) are Mittag-Leffler projective synchronization.
Proof. with the adaptive controllers (8) and (9) the error dy-
namics system can be described by the following equations

Dαexi (t) =− cie
x
i (t) +

m∑
j=1

aij f̃j(e
y
j (t))

+
m∑
j=1

bij f̃j(e
y
j (t− τ (1)(t)))

+
m∑
j=1

dij

∫ t

t−τ(2)(t)

f̃j(e
y
j (s))ds

(10)



− li(t)sign(e
x
i (t))

m∑
j=1

|eyj (t− τ (1)(t))|

− pi(t)e
x
i (t)−

m∑
j=1

hi(t)

∫ t

t−τ(2)(t)

|eyj (s)|ds

Dαeyj (t) =− c̃je
y
j (t) +

n∑
i=1

ãjig̃i(e
x
i (t))

+
n∑

i=1

b̃jig̃i(e
x
i (t− σ(1)(t)))

+
n∑

i=1

d̃ji

∫ t

t−σ(2)(t)

g̃i(e
x
i (s̃))ds̃

− l̄j(t)sign(e
y
j (t))

n∑
i=1

|exi (t− σ(1)(t))|

− p̄j(t)e
y
j (t)−

n∑
i=1

h̄j(t)

∫ t

t−σ(2)(t)

exi (s̃)ds̃

(11)

Define the Lyapunov function candidate as the following
form

Ṽ (t, e(t)) =
1

2

n∑
i=1

exi (t)
2 +

1

2

m∑
j=1

eyj (t)
2

The Caputo’s fractional derivative of Ṽ (t) with respect to
time t along the solution of the error equation (10) and (11),
we get

DαṼ (t) ≤
n∑

i=1

exi (t)D
αexi (t) +

m∑
j=1

eyj (t)D
αeyj (t)

≤
n∑

i=1

exi (t)
{
− cie

x
i (t) +

m∑
j=1

aij f̃j(e
y
j (t))

+

m∑
j=1

bij f̃j(e
y
j (t− τ (1)(t)))

+
m∑
j=1

dij

∫ t

t−τ(2)(t)

f̃j(e
y
j (s))ds

−li(t)sign(e
x
i (t))

m∑
j=1

|eyj (t− τ (1)(t))|

−pi(t)e
x
i (t)−

m∑
j=1

hi(t)

∫ t

t−τ(2)(t)

|eyj (s)|ds
}

+
m∑
j=1

eyj (t)
{
− c̃je

y
j (t) +

n∑
i=1

ãjig̃i(e
x
i (t))

+

n∑
i=1

b̃jig̃i(e
x
i (t− σ(1)(t))

+

n∑
i=1

d̃ji

∫ t

t−σ(2)(t)

g̃i(e
x
i (s̃))ds̃

−l̄j(t)sign(e
y
j (t))

n∑
i=1

|exi (t− σ(1)(t))|

−p̄j(t)e
y
j (t)−

n∑
i=1

h̄j(t)

∫ t

t−σ(2)(t)

|exi (s̃)|ds̃
}

≤ −
n∑

i=1

cie
x
i (t)

2 +

n∑
i=1

m∑
j=1

aijL
f
j |e

x
i (t)||e

y
j (t)|

+
n∑

i=1

m∑
j=1

bijL
f
j |e

x
i (t)||e

y
j (t− τ (1)(t))|

+
n∑

i=1

m∑
j=1

dijL
f
j

∫ t

t−τ(2(t)

|exi (t)||e
y
j (s)|ds

−
m∑
j=1

c̃je
y
j (t)

2 +

n∑
i=1

m∑
j=1

ãjiL
g
i |e

x
i (t)||e

y
j (t)|

+
n∑

i=1

m∑
j=1

b̃jiL
g
i |e

x
i (t− σ(1)(t))||eyj (t)|

+

n∑
i=1

m∑
j=1

d̃jiL
g
i

∫ t

t−σ(2)(t)

|eyj (t)||e
x
i (s̃)|ds̃

Note that
n∑

i=1

m∑
j=1

|exi (t)||e
y
j (t)| ≤

n∑
i=1

m∑
j=1

1

2
exi (t)

2 +

n∑
i=1

m∑
j=1

1

2
eyj (t)

2

Constructing the following auxiliary function:

W (t) =
n∑

i=1

{ 1

2ηi
(li(t)− l∗i )

2 +
1

2ρi
(pi(t)− p∗i )

2

+
1

2εi
(hi(t)− h∗

i )
2
}

+
m∑
j=1

{ 1

2ϱj
(l̄j(t)− l̄∗j )

2 +
1

2ωj
(p̄j(t)− p̄∗j )

2

+
1

2δj
(h̄j(t)− h̄∗

j )
2
}

Then, we have

Dα(Ṽ (t) +W (t))

≤
n∑

i=1

{
− ci +

1

2

m∑
j=1

ãjiL
g
i +

1

2

m∑
j=1

aijL
f
j

}
exi (t)

2

+
n∑

i=1

m∑
j=1

bijL
f
j |e

x
i (t)||e

y
j (t− τ (1)(t))|

+

n∑
i=1

m∑
j=1

dijL
f
j

∫ t

t−τ(2)(t)

|exi (t)||e
y
j (s)|ds

+
m∑
j=1

{
− c̃j +

1

2

n∑
i=1

aijL
f
j +

1

2

n∑
i=1

ãjiL
g
i

}
eyj (t)

2

+
n∑

i=1

m∑
j=1

b̃jiL
g
i |e

x
i (t− σ(1)(t))||eyj (t)|

+

n∑
i=1

m∑
j=1

d̃jiL
g
i

∫ t

t−σ(2)(t)

|exi (s̃)||e
y
j (t)|ds̃

−l∗i

n∑
i=1

m∑
j=1

|eyj (t− τ (1)(t))||exi (t)|

−l̄∗j

n∑
i=1

m∑
j=1

|eyj (t)||e
x
i (t− σ(1)(t))|



−p∗i

n∑
i=1

exi (t)
2 − p̄∗j

m∑
j=1

eyj (t)
2

−h∗
i

n∑
i=1

m∑
j=1

∫ t

t−τ(2)(t)

|eyj (t)||e
x
i (s)|ds

−h̄∗
j

n∑
i=1

m∑
j=1

∫ t

t−σ(2)(t)

|exi (t)||e
y
j (s̃)|ds̃

for all t ∈ [0,∞) choosing p∗i , l∗i , h∗
i ,and p̄∗j , l̄∗j , h̄∗

j large
enough such that

p∗i ≥ −ci +
1

2

m∑
j=1

aijL
f
j +

1

2

m∑
j=1

ãjiL
g
i ,

l∗i ≥ max
1≤j≤m

bijL
f
j ,

h∗
i ≥ max

1≤j≤m
dijL

f
j ,

and



p̄∗j ≥ −c̃j +
1

2

n∑
i=1

aijL
f
j +

1

2

n∑
i=1

ãjiL
g
i ,

l̄∗j ≥ max
1≤i≤n

b̃jiL
g
i ,

h̄∗
j ≥ max

1≤i≤n
d̃jiL

g
i ,

where λ is a positive constant, then

Dα(Ṽ (t) +W (t)) ≤ −λṼ (t).

From lemma (1), it follows that for any h ≥ 0,
there exists a T ≤ 0 such that

∥e(t)∥ ≤ (V (t0 + w(t0) + h))Eα(−λ(t− t0)
α)

≤ M(δ)Eα(−λ(t− t0)
α),

for any t ≥ t0 + T .
Therefore, we can prove that the drive-response (1) and
(2) are Mittag-Leffler projective synchronization under the
adaptive control.

Corollary 1. Under assumptions (1)-(2), the projective
synchronization can be achieved without adaptive distribute
controller. That is, the adaptive controllers can be chosen as
the following form



ũi(t) = −Hi(t)− li(t)sign(e
x
i (t))

m∑
j=1

|eyj (t− τ (1)(t))|

−pi(t)e
x
i (t),

Dαli(t) =ηie
x
i (t)

m∑
j=1

|eyj (t− τ (1)(t))|,

Dαpi(t) =ρie
x
i (t)

2,

and



vj(t) = −Ej(t)− l̄j(t)sign(e
y
j (t))

n∑
i=1

|exi (t− σ(1)(t))|

−p̄j(t)e
y
j (t),

Dα l̄i(t) =ϱje
y
j (t)

n∑
i=1

|exi (t− σ(1)(t))|,

Dαp̄j(t) =ωje
y
j (t)

2,

where i = 1, 2, · · · , n, j = 1, 2, · · · ,m. ηi, ρi, ϱj , ωj are
arbitrary positive constants, then the drive-response system
(1) and (2) are Mittag-Leffler projective synchronization.

Similar to the proof of theorem 1 and theorem 2, here we
omit it.

4 Illustrative example

In this section, we consider two examples of fractional-
order BAM neural networks to show the effectiveness of the
theoretical results given in the previous sections The equa-
tions of Caputo fractiona-order BAM neural networks with
master system can be written as

Dαx(t) =− Cx(t) +Af(y(t)) +Bf(y(t− τ (1)(t))

+D

∫ t

t−τ(2)(t)

f(y(s))ds

Dαy(t) =− C̃y(t) + Ãg(x(t)) + B̃g(x(t− σ(1)(t)))

+ D̃

∫ t

t−σ(2)(t)

g(y(s̃))ds̃

and slave system

Dαx̃(t) =− Cx̃(t) +Af(ỹ(t)) +Bf(ỹ(t− τ (1)(t)))

+D

∫ t

t−τ(2)(t)

f(ỹ(s))ds+ I

Dαỹ(t) =− C̃ỹ(t) + Ãg(x̃(t)) + B̃g(x̃(t− σ(1)(t)))

+ D̃

∫ t

t−σ(2)(t)

g(x̃(s̃))ds̃+ Ĩ

where

C =

[
0.7 0
0 0.6

]
A =

[
0.35 0.1
0.2 0.1

]
B =

[
0.35 −0.5
0.4 0.45

]
D =

[
0.5 0.1
−0.2 0.6

]
C̃ =

[
0.65 0
0 0.4

]
Ã =

[
0.35 0.12
0.9 0.15

]
B̃ =

[
0.62 0.35
0.4 1

]
D̃ =

[
−0.5 1
2 −1.8

]
τ (1)(t) = σ(1)(t) = et

1+et , σ(2)(t) = σ(2)(t) = 1,
and the activation functions f1(z) = f2(z) = tanh(z),
g1(z) = g2(z) = tanh(z), for any z ∈ R, I = Ĩ = (0, 0)T ,
α = 0.95, and projective factor β = 1.
It is obviously that the assumption 1 and 2 hold with
Lf
j = Lg

i = 1, for i, j = 1, 2. with initial values
x(t) = (0.8, 0.7)

T , y(t) = (−0.25,−0.20)
T and x̃(t)

= (−1.2,−0.6)
T , ỹ(t) = (0.7, 0.8)

T , for t ∈ [−1, 0]. Let
K(t) = 0, the control term disappears, which is numerically
simulated in Fig1.
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Fig. 1: The state response of the uncontrolled neural network
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Fig. 2: The state response of the feedback controlled neural network

when we take control term in the response term and
from the condition (5), we can take the control term
k(t) = [−1.5,−1.6,−1.5,−0.6]T , The projective Mittag-
Leffler synchronization motion of the neural network under
the feedback control was shown Fig. 2.

Consider the adaptive synchronization for systems (10)
and (11), For convenience we take the τ (1)(t) = τ (2)(t) =
1, σ(1)(t) = σ(2)(t) = 1 other parametersA, B, C, Ã, B̃, C̃,

f , g, f̃ , g̃, I and Ĩ are all the same as above parameters, It is
not difficult to check that all condition in corolloary 1 are sat-
isfied, Taking ηi = εi = 0.1, ϱj = ωj = 0.1. l1(0) = 0.1,
p1(0) = 0, l̄1(0) = 0.1, p̄1(0) = 0 the li(t), pi(t) and l̄j(t),
p̄j(t) are presented in Fig. 3.

5 Conclusions

In this paper, the problem of projective synchronization
for BAM neural networks with discrete and distributed de-
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Fig. 3: The state response of the adaptive controlled neural network

lays is first investigated in detail.we have established two
kinds of controllers’ feedback controller and adaptive con-
troller to achieve the Mittag-Leffler synchronization. if β =
1 the projective synchronization is complete synchroniza-
tion. complete synchronization has received widely atten-
tion in[20]-[22]. if β = −1 the projective synchronization
is anti-synchronization. It is convenient that the methods of
this paper can put in to practice. At the end of the paper, the
numerical examples are presented to illustrate the feasibility
of the proposed methods.

References
[1] Kilbas AAA, Srivastava HM, Trujillo JJ. 2006 Theory and ap-

plications of fractional differential equations, vol. 204. Ams-
terdam, The Netherlands: Elsevier Science Limited.

[2] Podlubny, I. (1999). Fractional differential equations. New
York: Academic Press. Qi,

[3] Kosko B. 1988 Bidirectional associative memories. IEEE
Trans. Syst. Man Cybernet. 18, 49-60.

[4] Yang, W., Yu, W., Cao, J., Alsaadi, F. E., Hayat, T. (2018).
Global exponential stability and lag synchronization for de-
layed memristive fuzzy Cohen C Grossberg BAM neural net-
works with. Neural Networks, 98(2014), 122-153.

[5] Ding, X., Cao, J., Zhao, X., Alsaadi, F. E. (2017). Mittag-
Leffler synchronization of delayed fractional-order bidirec-
tional associative memory neural networks with discontinu-
ous activations: State feedback control and impulsive control
schemes.Proc.R.Soc.A472:20170322.

[6] He, W., Qian, F., Han, Q. L., Cao, J. (2011). Lag quasi-
synchronization of coupled delayed systems with parameter
mismatch. IEEE Transactions on Circuits and Systems I: Reg-
ular Papers, 58(6), 1345-1357.

[7] He, W., Qian, F., Lam, J., Chen, G., Han, Q. L., Kurths, J.
(2015). Quasi-synchronization of heterogeneous dynamic net-
works via distributed impulsive control: Error estimation, op-
timization and design. Automatica, 62, 249-262.

[8] Cao, J., Wang, J., Member, S. (2005). Recurrent Neural Net-
works With Time Delays. 52(5), 920-931.

[9] Wu, Z. G., Shi, P., Su, H., Chu, J. (2012). Exponential synchro-
nization of neural networks with discrete and distributed de-
lays under time-varying sampling. IEEE Transactions on Neu-
ral Networks and Learning Systems, 23(9), 1368-1376.

[10] Yu, J., Hu, C., Jiang, H., Fan, X. (2014). Projective synchro-
nization for fractional neural networks. Neural Networks, 49,
87-95.

[11] Ding, Z., Shen, Y. (2016). Projective synchronization of non-
identical fractional-order neural networks based on sliding
mode controller. Neural Networks, 76, 97-105.

[12] Zhang, Q., Chen, G., Wan, L. (2018). Exponential synchro-

nization of discrete-time impulsive dynamical networks with
time-varying delays and stochastic disturbances. Neurocom-
puting, 309, 62-69.

[13] Stamova, I. (2014). Global Mittag-Leffler stability and syn-
chronization of impulsive fractional-order neural networks
with time-varying delays Nonlinear Dynamics, 77(4), 1251-
1260.

[14] Ren, F., Cao, J. (2009). Anti-synchronization of stochastic
perturbed delayed chaotic neural networks. Neural Computing
and Applications, 18(5), 515-521.

[15] Xinsong Yang, Jinde Cao, Yao Long, Weiguo Rui. (2010).
Adaptive Lag Synchronization for Competitive Neural Net-
works With Mixed Delays and Uncertain Hybrid Perturbations.
IEEE Transactions on Neural Networks, 21(10), 1656-1667.

[16] Abdurahman, A., Jiang, H., Teng, Z. (2017). Lag synchro-
nization for CohenCGrossberg neural networks with mixed
time-delays via periodically intermittent control. International
Journal of Computer Mathematics, 94(2), 275-295.

[17] Tang, Y., Qiu, R., Fang, J., Miao, Q., Xia, M. (2008). Adap-
tive lag synchronization in unknown stochastic chaotic neural
networks with discrete and distributed time-varying delays .
372, 4425-4433.

[18] Xingyuan, W., Yijie, H. (2008). Projective synchronization of
fractional order chaotic system based on linear separation. 372,
435-441.

[19] Stamova, I., Stamov, G. (2014). Stability analysis of impul-
sive functional systems of fractional order. Communications in
Nonlinear Science and Numerical Simulation, 19(3), 702-709.

[20] Chen, J., Chen, B., Zeng, Z. (2018). O(t−α)-synchronization
and Mittag-Leffler synchronization for the fractional-order
memristive neural networks with delays and discontinuous
neuron activations. Neural Networks, 100, 10-24.

[21] Ren, F., Cao, F., Cao, J. (2015). Mittag-Leffler stability and
generalized Mittag-Leffler stability of fractional-order gene
regulatory networks. Neurocomputing, 160, 185-190.

[22] Chen, J., Zeng, Z., Jiang, P. (2014). Global Mittag-Leffler sta-
bility and synchronization of memristor-based fractional-order
neural networks. Neural Networks, 51, 1-8.

[23] Bao, H., Park, J. H., Cao, J. (2015). Adaptive synchronization
of fractional-order memristor-based neural networks with time
delay. Nonlinear Dynamics, 82, 1343-1354.

[24] Ma, T., Yu, T., Cui, B. (2018). Adaptive synchronization of
multi-agent systems via variable impulsive control. Journal of
the Franklin Institute, 355(15), 7490-7508.

[25] J.Hale and S. V. Lunel, Introduction to Functional Differen-
tialEquations.New york: spinger, 1993.

[26] Stamova I, Stamov G. (2014) Stability analysis of impul-
sive functional systems of fractional order. Commun. Nonlin-
ear Sci. Numer. Simulat. 19, 702-709.

[27] Diethelm K, Ford NJ, Freed AD.( 2002) Apredictor-corrector



approach for the numerical solution of fractional differential
equations. Nonlinear Dyn. 29, 3-22.

[28] Ren, F., Cao, J. (2008). Asymptotic and robust stability of
genetic regulatory networks with time-varying delays. Neuro-
computing, 71(4-6), 834-842.

[29] Pecora LM, Carroll TL. (1990) Synchronization in chaotic
systems. Phys. Rev. Lett.

[30] Baleanu, D., Sadati, S. J., Ghaderi, R., Ranjbar, A., Maraaba,
T. A., Jarad, F. (n.d.). Razumikhin Stability Theorem for Frac-
tional Systems with Delay. 2010.

[31] Lu, J., Ho, D. W. C., Cao, J.,Kurths, J. (2011). Exponential
synchronization of linearly coupled neural networks with im-
pulsive disturbances. IEEE Transactions on Neural Networks,
22(2), 329C335.


