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ABSTRACT 

Mathematics is in everything we find in life. Mathematics is on our mental thinking. From our daily digit 
world of our lives nowadays: like cameras, televisions, computers and telephones to computing 
mathematics can solve a lot of things without common mistakes. Matrices with open sizes can resolve a 
large number of things; i.e., resolutions of games 3D, graphics, science, animations, economics, 
encryption, geography, physics, constructions, signal processing and pattern recognition. In statistics, 
matrices solving can calculate probabilities matrices like that of predictions, especially with large size 
one. Matrix or Matrices are used in optic science to account for refraction and reflection. The results 
obtained are satisfactory and reliable. They can be improved to solve simultaneous equations with n 
variables, to solve many applications. 
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1. INTRODUCTION 

Matrices have the following uses in our day-to-day life. Some of the uses of matrices in daily life are 
mentioned below: 

1. Encryption – A very common use of matrix in daily life is encryption. We use it to scramble data for 
security purposes, and to encode and decode this data, we require matrices. There is a key that helps 
encode and decode data which is generated by matrices. 

2. Games especially 3D – One application of matrices is in games. We use it to alter the object, in 3d 
space. They use the 3d matrix to 2d matrix to convert it into the different objects as per requirement. 

3. Economics and Business -To study the trends of a business, shares, etc. and to create business 
models etc. 

4. Construction – Another common application of matrices in real life is the construction sector. Have 
you seen some buildings that are straight but sometimes architects try to change the outer structure 
of the building? This can be done with matrices. A matrix is made of rows and columns you can 
change the number of rows and columns within a matrix. Matrices can help support various 
historical structures. 

5. Dance – contra dance – It is used to organize complicated group dances. 
6. Animation – It can help make animations more precise and accurate. 
7. Physics – Matrices are applied in the study of quantum mechanics, electrical circuits, and optics. It 

helps in the calculation of battery power outputs, resistor conversion of electrical energy into 
another useful energy. Therefore, matrices play a major role in calculations. Especially in solving 
the problems using Kirchoff’s laws of voltage and current. Matrices are also useful in electrical 
circuits and quantum physics. Moreover, matrices are used to solve AC network equations in 
electrical circuits. 

8. Geology – Matrices are used for taking seismic surveys. [1] 



2. Matrices 

A matrix is a list of numbers, letters or symbols, called elements, written as a rectangular array with 
each element occupying a definite position, with the whole array enclosed by a bracket. 

In many practical situations matrices provide a neat and concise way of storing information. What is 
more, if the information in one matrix is related to that in another, it is often possible to process the data 
and extract further information by the application of a few simple operations. [2] 

 Matrices’ Algebra 

Matrices’ Algebra for (n x n) Matrix is a C/C++ program, that can compute all linear Algebra for any 
entered-input Matrix. 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <conio.h> 
#define z 5 // Because of cofactors 4-Dimensions, the size is limited to 5. If RAM of computer is bigger, 
//this number can be increased. 
typedef float matrix[z][z]; 
matrix Mat, cofact, tran, inv, co[z][z], prod, Mat1, Mat2; 
FILE *Fx; // To print all results also on a text file, called matrices.txt. 
int i, j, k, n; 
void SHOW(matrix S) { 

int x, y; 
printf("\n\r");  
fprintf(Fx, "\n\r"); 
for(x = 0; x < n; x++) { 

for(y = 0; y < n; y++) { 
textcolor(y + 10);  

cprintf(" %16.3f", S[x][y]); 
fprintf(Fx, " %16.3f", S[x][y]); 

} 
printf("\n\r");  
fprintf(Fx, "\n\r"); 
} 

printf("\n\r");  
fprintf(Fx, "\n\r"); 
} 
 

The Show function is to display the contents of any Matrix on screen and also to a text file. 
Here the for loops starts from 0, not leaving undesirable space empty, not like in [3].  I rectifier it.  

2.1. Addition of Two Matrices 
Each coefficient of the matrix A, is added to the corresponding on of matrix B. The resultant matrix is 

prod which is a global matrix.[4] 
void add(matrix A, matrix B) { 

textcolor(15); 
cprintf("\n\r Adding the TWO Matrices \n\r"); 
fprintf(Fx, "\n\r Adding the TWO Matrices \n\r"); 
for(i = 0; i < n; i++) { 

for(j = 0; j < n; j++) { 
prod[i][j] = A[i][j] + B[i][j]; 

} 
} 
SHOW(prod); 

} 

2.2. Subtraction of Two Matrices 
Each coefficient of the matrix A, is subtracted from the corresponding on of matrix B. The resultant 



matrix is prod which is a global matrix. 
void sub(matrix A, matrix B) { 

textcolor(14); 
cprintf("\n\r Subtracting the TWO Matrices \n\r"); 
fprintf(Fx, "\n\r Subtracting the TWO Matrices \n\r"); 
for(i = 0; i < n; i++) { 

for(j = 0; j < n; j++) { 
prod[i][j] = A[i][j] - B[i][j]; 

} 
} 
SHOW(prod); 

} 

2.3. Multiplication of Two Matrices 
Summing each coefficient of each row of the matrix A, is multiplied to the corresponding coefficient of 

column one of matrix B. The resultant matrix is prod which is a global matrix. 
void mult(matrix A, matrix B) { 

textcolor(15); 
cprintf("\n\r Multiplying the TWO Matrices \n\r"); 
fprintf(Fx, "\n\r Multiplying the TWO Matrices \n\r"); 

 for(i = 0; i < n; i++) 

  for(j = 0; j < n; j++) { 

   prod[i][j] = 0; 

   for(a = 0; a < n; a++) 

    prod[i][j] += A[i][a] * B[a][j]; 

  }   

SHOW(prod); 
} 
 

2.4. Transpose of the Matrix 
Each coefficient of matrix A is replaced with the corresponding coefficient of the interchange of the 

number of column and row; i.e., the row becomes the column and vice versa. The resultant matrix is tran. 
void transpose(matrix A) { 

float tmp; 
textcolor(14); 
cprintf("\n\r The Transpose of the Matrix \n\r"); 
fprintf(Fx, "\n\r The Transpose of the Matrix \n\r"); 
for(i = 0; i < n; i++) 

for(j = 0; j < n; j++) { 
tmp = A[i][j]; 
A[i][j] = A[j][i]; 
A[j][i] = tmp; 
} 

SHOW(A); 
} 
 

2.5. Determinant of the Matrix 
The function takes two variables, number of size of the matrix, and the matrix A. A Test is done on the 

size of the matrix as if it is a 2 x 2 one or 3 x 3 or more than 3 x 3. If it is a more than 3 x 3 matrix, the 
cofactors are inserted into a local 4-dimenisional variable, giving each coefficient of the matrix A, which 
is a local one, its corresponding cofactor matrix, by eliminating those along row and column of the 
coefficient. After that the function calls itself with the cofactors of the first row of the cofactor matrix but 



with a size less that that of the mother’s one by one. It keeps calling [5] until the size is 3. The return 
resultant of the function is a local variable which with each call this value is pushed into a stack, It keeps 
calling until the size is 3, calculate it [6] and starts popping back from the stack. Also the value gets 
negative if the number of cofactor is dividable by 2. A python program is also available on [3] with the 
same algorithm. It gives the determinants with very large sizes. 

 
(i). n = 2 
 
 
 
 
 
 
 
 
[8], [9] and [7]. 
 
(ii)/ n = 3 
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(iii) n > 3 
 
 
 
 
 
 

 
 
 
 
[8]. [9] and [7] 
 
double det(int b, matrix M) { 

matrix C[z][z]; 
double determinant, d, M1, M2, M3; 
int c = 0, p, q, x, y; 

if(b == 2) determinant = (M[0][0] * M[1][1]) - (M[0][1] * M[1][0]);  // [10] 
 else if(b == 3) { 

   M1 = (M[0][0] * (M[1][1] * M[2][2] - M[2][1] * M[1][2])); 
M2 = (M[1][0] * (M[0][1] * M[2][2] - M[2][1] * M[0][2])); 
M3 = (M[2][0] * (M[0][1] * M[1][2] - M[1][1] * M[0][2])); 
determinant = M1 - M2 + M3; 

 

 

 

 

 

 



} 
else if(b >= 4) { 
for(x = 0; x < b; x++) 

for(y = 0; y < b; y++) { 
p = 0; 
for(i = 0; i < b, i != x; i++) { // [14] 
q = 0; 
for(j = 0; j < b, j != y; j++) { 

C[x][y][p][q] = M[i][j]; 
cprintf("\n\r COEFFICIENTS of cofactoring : [%d] [%d] [%d] [%d] :%16.8lf", x, y, p, q, C[x][y][p][q]); 

q = q + 1; 
} 

p = p + 1; 
} 

} 
determinant = 0; 
for(i = 0; i < b; i++) { 

c = c + 1; 
d = det(b - 1, C[i][0]);   // [11] and [12] 
if(fmod(c, 2) == 0) d = -d; // [3] 
determinant = determinant + (M[i][0] * d); 
} 

} 
//free(C); 
return determinant; 

} 
 

2.6. Cofactors of the Matrix 
A Cofactor, in mathematics, is used to find the inverse of the matrix, adjoined. The Cofactor is the 

number you get when you remove the column and row of a designated element in a matrix, which is just a 
numerical grid in the form of rectangle or a square. 
The cofactor is always preceded by a positive (+) or negative (-) sign.[13] 

Again like that of the determinant, but with the Test of the size of the matrix, this can be 2. 
 
void cof(matrix A) { 

int p, q, x, y; 
double d; 
if(n == 2) { 

cofact[0][0] = A[1][1]; 
cofact[0][1] = -A[0][1]; 
cofact[1][0] = -A[1][0]; 
cofact[1][1] = A[0][0]; 
} 

else { 
for(x = 0; x < n; x++) { 

for(y = 0; y < n; y++) { 
p = 0; 
for(i = 0; i < n, i != x; i++) { 

q = 0; 
for(j  0; j < n, j != y; j++) { 

co[x][y][p][q] = A[i][j]; 
cprintf("\n\r COEFFICIENTS of cofactoring : %d by %d : %16.8f", p, q, o[x][y][p][q]); 

q = q + 1; 
} 

p = p + 1; 
} 

d = pow(-1, (x + y)) * det(n - 1, co[x][y]); 



cofact[x][y] = d; 
} 

} 
} 

//free(co); 
} 

2.7. Inverse of the Matrix 
As the determinant is calculated and the cofactors, it had became easier to calculate the inverse of the 

matrix A. The cofactors are given by calling the previous function cof(A). 
void inverse(matrix A) { 

cof(A); 
transpose(cofact); 
textcolor(14); 
cprintf("\n\r The Inverse of the Matrix \n\r"); 
fprintf(Fx, "\n\r The Inverse of the Matrix \n\r"); 
for(i = 0; i < n; i++) { 

for(j = 0; j < n; j++) { 
inv[i][j] = (1 / det(n, A)) * cofact[i][j]; 
//cprintf("\n\r The Inverse of the matrix is %d %d %16.8lf", i, j, inv[i][j]); 
} 

printf("\n\r"); 
} 

SHOW(inv); 
} 

2.8. Factorization of the Matrix 
Initiatively the resultant is filled with zeros The idea is that a counter is used to keep count each time a 

value between 2 and 1000 is tried to be dividable by the coefficient of the matrix A. 
Each row coefficients are checked. If the counter, reach n, number of size, then it is used as a factor and 

all coefficients are divided by this counter number, which is between 2 and 1000. 
The limit of the range for factors, 1000, can be set to much larger value. 
If there is more than one factor, then they are multiplied with each one. 
A similar procedure is done for coefficients of the same column. 
A python3 version of this code with the same algorithm. [14]. 

void factors(matrix M) { 
float res; 
int f, g; 

for(i = 0; i < n; i++) 
for(j = 0; j < n; j++) 

prod[i][j] = 0; 
for(i = 0; i < n; i++) { 

res = 1; 
for(k = 1000; k >= 2; k--) { 

f = 0; 
g = 0; 
for(j = 0; j< n, fmod(M[i][j], k) == 0; j++) 

f = f + 1; 
if(f == n) { 
for(j = 0; j < n; j++) 

M[i][j] = M[i][j] / k; 
res = res * k; 
} 

for(j = 0; j< n, fmod(M[j][i], k) == 0; j++) 
g = g + 1; 

if(g == n) { 
for(j = 0; j < n; j++) 

M[j][i] = M[j][i] / k; 



res = res * k; 
} 

} 
prod[i][i] = res; 

} 
SHOW(prod); 

} 
 

3. Results 

The logical of the procedures is correct, but the C program does not give accurate results. If a python 
program with the same logic, gives right results. [3] and [13]. Even with large n; i.e., the determinants for 
a matrix with n = 12, the identity one, gives the result of one. I did try the inverse of the matrix, to solve n 
variables simultaneous equations but did not work for me [15]. I was using Anaconda python version 3.7. 
More research need to be done. 

4. Conclusion 

Matrices, squared ones (n x n) can be computed by this study and may we obtain a finer results. I do 
hope this can make life, better. Easy procedures can be seen to resolve, big finer results. Determinants can 
be used to solve these equations (Cramer's rule), although other methods of solution are computationally 
much more efficient. Determinants are used for defining the characteristic polynomial of a matrix, whose 
roots are the eigenvalues. In geometry, the signed n-dimensional volume of a n-
dimensional parallelepiped is expressed by a determinant. This is used in calculus with exterior 
differential forms and the Jacobian determinant, in particular for changes of variables in multiple 
integrals. 
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