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Abstract— This study delves into the analysis of cost 

overruns in residential construction projects using Artificial 

Neural Networks (ANN). By incorporating factors identified 

through a stakeholder and expert-rated survey, the research 

aims to develop a predictive ANN model. The model utilizes 

project-specific combinations of these factors to predict cost 

overruns. Conducted in the context of Mumbai, this research 

contributes to the construction industry by offering an advanced 

tool for proactive cost management. The ANN model's 

adaptability and learning capabilities from historical data hold 

promise for improving accuracy in forecasting, enabling project 

managers to implement effective mitigation strategies. This 

study underscores the potential impact on project outcomes and 

the overall enhancement of cost management practices within 

the residential construction sector. 
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I. INTRODUCTION  

 The construction industry is characterized by 

inherent complexities, and one of the persistent challenges 

faced by project managers is the occurrence of cost overruns. 

In the realm of residential construction projects, 

understanding and mitigating the factors contributing to cost 

overruns are paramount for successful project outcomes. This 

study focuses on an innovative approach to address this issue 

by employing Artificial Neural Networks (ANN) for cost 

overrun analysis. With a growing emphasis on predictive 

modelling and advanced analytics in construction 

management, leveraging ANN provides an opportunity to 

discern intricate patterns and relationships within the data. 

In order to pinpoint the crucial elements causing cost 

overruns in residential building projects, an extensive survey 

was conducted involving stakeholders, experts, and 

individuals closely associated with the construction industry. 

The survey yielded a set of key factors, including Project 

Size, Project Complexity, Scope Changes, Project Location, 

Project Management Quality, Design Changes, Labor Costs, 

Site Conditions, Material Cost Fluctuation, Weather 

Conditions. These factors form the basis for our ANN model, 

which seeks to learn from historical project data and predict 

cost overruns based on specific project characteristics. 

 Located in the dynamic urban landscape of Mumbai, 

the study's context is significant due to the city's unique 

construction challenges and diverse residential projects. The 

research endeavors to contribute a predictive tool that 

enhances cost management practices, enabling project 

managers to proactively identify and address potential issues. 

By harnessing the adaptive learning capabilities of ANN, this 

study aims to improve accuracy in forecasting cost overruns, 

fostering more effective decision-making in residential 

construction project management. The subsequent sections 

will delve into the methodology, data analysis, and findings, 

offering important information for industry professionals, 

researchers, and stakeholders engaged in the dynamic field of 

construction management. 

II. LITERATURE REVIEW 

 Swapnil P Wanjari; Gaurav Dobariya (2016) [1] 

identified the primary reasons behind cost overruns in Indian 

building projects as the rise in raw material prices, delays in 

the scheduled activities, and a absence of coordination among 

building teams. Using factor analysis to group these factors 

into three components within the comprehensive 

questionnaire: contractor control, client control, and project 

management components. These components offer valuable 

insights for various stakeholders involved in construction 

activities. Furthermore, the paper proposes frameworks based 

on discussions with a substantial number of construction 

professionals and experts. 

 Bichoy Samir Tamez Aziz, Mohamed Badawy et.al 

(2014) [2] has successfully recognized and, utilizing 

quantified relative importance indices, determined the 

ranking of influence for 28 elements that affect how much a 

home construction project costs in Egypt. The initial step in 

addressing this challenge involves the identification of 

factors influencing costs. If construction firms can adeptly 

control these pivotal factors and devise preventive strategies, 

it becomes possible not only to prevent cost overruns but also 

to enhance overall project profits. To provide construction 

companies with accurate insights into the key cost-

influencing factors, a thorough analysis and specification of 

these factors are conducted from the perspective of 

construction firms. 

 Shemi S,N; Asok Kumar N (2020) [3] examined the 

importance of factors influencing the accuracy of cost 

estimates, identifying 40 reasons for cost overruns. Following 

this, statistical models were created using both neural 

network and multiple regression methods. Modeling 

regression was utilized to establish correlations among 

particular components and project costs, and the outcomes of 

the models developed using artificial neural networks (ANN) 
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were statistically validated. The overall variation is 

characterized by the inclusion of all factors, amounting to 

83%, making the task feasible from an informational 

standpoint, with only a 17% decrease in data. In the neural 

network models, the optimal engineering performance was 

achieved with a configuration of 10-13-1, comprising 10 

inputs, thirteen hidden levels, and one output representing 

cost overrun, highlighting the most effective statistical 

model. When comparing the results obtained from regression 

and neural network models, the latter exhibits a more 

probabilistic model due to the inherent nature of neural 

networks. 

 V.B. Chandanshive; A.R. Kambekar (2019) [4] 

utilized a multilayer feedforward neural network model that 

undergoes training with a backpropagation algorithm. The 

purpose is to predict the costs associated with building 

construction. The trained neural network model's outcomes 

demonstrate its effectiveness in early-stage prediction of 

building construction project costs. This study contributes to 

construction management by providing insights into the 

complete financial budget, helping financiers and property 

owners manage their investments in the erratic construction 

sector and make decisions. 

III. METHODOLOGY 

The comprehensive methodology utilized in this study is 
elucidated as follows. It encompasses the identification of 
elements impacting overruns in project costs for residential 
development and the implementation of an inquiry-based 
questionnaire. The collected data is then employed to 
construct neural network and regression algorithms to forecast 
the occurrence of cost overruns. 

A. Determining the elements influencing cost overrun 

The first phase involved a review of past research papers 
to examine different factors that contribute to cost overruns. 
35 factors were identified through extensive literature survey 
and the inputs from various individuals involved in the 
residential construction projects.. 

B. Preparation of Questionnaire Survey 

 A questionnaire survey using a 5-point Likert scale 

was used to assess the crucial factors contributing to cost 

overruns. Participants were asked to rank the significance of 

various factors using a Likert scale, providing a quantitative 

measure of their impact on cost overruns. The survey aimed 

to gather valuable insights into the perceived significance of 

each factor, facilitating a comprehensive understanding of 

their influence on project costs. The scale ranges from 1 to 5 

ranging from Not important to Very important. 

C. Identification of Critical Factors 

 The Relative Importance Index (RII) approach was 

used to examine the data gathered from the questionnaire 

survey. This analysis identifies the essential elements driving 

cost overruns. The Relative Importance Index (RII) is a 

statistical method used to assess and prioritize factors based 

on their perceived importance or impact. It is often employed 

in surveys or studies wherein participants are asked to rank 

the importance of certain elements on a numerical scale. The 

RII is calculated by assigning scores to the responses, and it 

provides a quantitative measure of the relative importance of 

each factor within the given context. This method allows for 

the systematic analysis and prioritization of factors, aiding in 

decision-making processes and resource allocation based on 

their perceived importance. 

 

𝑅𝐼𝐼 =
𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑆𝑢𝑚 𝑜𝑓 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠 𝑓𝑜𝑟 𝑎 𝐹𝑎𝑐𝑡𝑜𝑟

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑃𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑆𝑢𝑚 𝑜𝑓 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠
 

D. Regression Analysis 

 In the context of analyzing cost overrun in 

residential construction projects, regression analysis through 

SPSS software proves invaluable. The process entails 

entering project data into the SPSS spreadsheet, designating 

the dependent variable as cost overrun, and specifying 

relevant independent variables. The regression analysis is 

then executed through the SPSS interface, yielding crucial 

outputs such as coefficients, standard errors, and significance 

levels. The examination of these results, particularly the 

significance of coefficients and goodness-of-fit metrics like 

R-squared, aids in understanding the factors influencing cost 

overrun. It is imperative to assess assumptions and conduct 

additional analyses to ensure the robustness of the model. 

SPSS facilitates a user-friendly platform for this analysis, 

offering a comprehensive understanding of the influential 

variables and contributing factors to cost overruns in 

residential construction projects. 

E. Artificial Neural Network 

 When employing Artificial Neural Network (ANN) 

analysis for the investigation of cost overrun in residential 

construction projects, MATLAB software serves as a robust 

platform. The process involves the segmentation of the 

dataset into training and testing sets, facilitating the 

development and validation of the ANN model. Leveraging 

the functionalities of MATLAB, the neural network 

architecture, including the number of layers and nodes, is 

configured to optimize the process of learning the model. 

Through iterative adjustments, the training phase entails 

network's weights to minimize prediction errors. Following 

training, the model is tested using an impartial dataset to 

evaluate its ability to generalize. MATLAB’s capabilities in 

handling complex computations and simulations make it an 

advantageous tool for implementing ANN models, enabling 

a comprehensive analysis of the intricate relationships and 

patterns influencing cost overrun in residential construction 

projects. 

IV. DATA ANALYSIS  

General Information 

 
Fig. 1. Working Sector of Respondent. 

 



 
Fig. 2. Years of Experience of the Respondents 

 
Fig. 3. Types of Residential Construction Projects 

A. Identification of Critical Factors 

Analysis through RII Method 

 Using RII Method, top 10 critical factors are 

identified which majorly impact cost overrun in Residential 

Construction Projects. 

TABLE I.  RII RANK OF TOP TEN CRITICAL FACTORS 

Sr No Factors RII Rank 

1 Project Size 0.89 1 

2 Project Complexity 0.83 2 

3 Scope Changes 0.83 2 

4 Project Location 0.80 3 

5 Project Management Quality 0.79 4 

6 Design Changes 0.76 5 

7 Labor Costs 0.72 6 

8 Site Conditions 0.71 7 

9 Material Cost Fluctuation 0.69 8 

10 Weather Conditions 0.68 9 

B. Regression Models 

 Multiple regression analysis is an effective 

technique used to forecast the unobserved value of a variable 

by considering the known values of two or more variables. 

TABLE II.  MODEL SUMMARY 

Model 

R R2 Adjusted 

R2 

Std. 

Error of 

Estimate 

1 0.957 0.916 0.882 1.273 

  

 The multiple regression model analyzed the 

relationship between various predictors (Weather Conditions, 

Design Changes, Project Location, Scope Changes, Project 

Size, Material Cost Fluctuation, Labor Costs) and the 

dependent variable, Cost Overrun (%). The model 

demonstrated a high level of overall fit, with an R Square of 

0.916, indicating that roughly 91.6% of the variance in Cost 

Overrun (%) was explained by the predictors. The Adjusted 

R Square, considering the number of predictors, was 0.882. 

The model's standard error of the estimate was 1.273. 

TABLE III.  ANOVA STATISTICS  

ANOVA 

Model 
Sum of Squares 

Mean 

square 
Sig. 

Regression 301.056 43.008 <0.001 

Residual 27.566 1.662  

Total 328.622   

 

The ANOVA table for the multiple regression model 

reveals compelling evidence of its statistical significance in 

predicting Cost Overrun (%). The Regression section 

indicates that the predictors collectively contribute 

significantly, with a high Sum of Squares (301.056) and an F 

statistic of 26.523, yielding a p-value less than 0.001. This 

implies that approximately 91.6% of the variability in Cost 

Overrun (%) is explained by the predictors. The Residual 

section, representing unexplained variability, has a relatively 

low Sum of Squares (27.566), suggesting a good fit of the 

model. The Total Sum of Squares (328.622) underscores the 

overall variability in the dependent variable. These findings 

align with the earlier analysis, reinforcing that the multiple 

regression model, encompassing Weather Conditions, Design 

Changes, Project Location, Scope Changes, Project Size, 

Material Cost Fluctuation, and Labor Costs, is robust and 

statistically significant in its ability to predict Cost Overrun 

(%). 

C. Artificial Neural Network Model 

The model is created using MATLAB 

Training the network 

 Training a neural network involves a systematic 

process of preparing and teaching a model to make accurate 

predictions or classifications. This begins with defining the 

problem and collecting a labelled dataset, followed by data 

preprocessing and splitting into training, validation, and test 

sets. Choosing an appropriate neural network architecture, 

initializing the model with random weights, and defining a 

suitable loss function are critical steps. The training loop 

involves iteratively feeding batches of data, computing loss, 

and updating the model's weights using an optimization 

algorithm. Continuous validation ensures that the model 

generalizes well to new data, and hyperparameters may be 

adjusted accordingly. Testing on a separate dataset evaluates 

the final model performance. Fine-tuning and deployment 

follow, allowing the neural network to be utilized for making 

predictions on real-world data. The success of training relies 

on careful consideration of factors such as dataset quality, 

architecture selection, and hyperparameter tuning. 

 Seventy percent of the data was utilized in the 

training process for the network architecture. Levenberg-

Marquardt algorithm was used and the performance was 

evaluated using Mean square error. 



 
Fig. 4. Training Performance 

  

 The R value, functioning as a correlation coefficient, 

serves to highlight the degree and direction of the relationship 

between solutions and objectives within a dataset. A value of 

1 signifies a flawless positive linear relationship, where both 

variables rise in tandem. As R converges toward zero, it 

signals a weaker or non-existent linear connection. Regarding 

training data, an R value nearing 1 indicates a strong linear 

correlation between objectives and solutions. Specifically, in 

the provided instance, the output for cost overrun closely 

aligns with 0.95 times the target value, where 0.95 denotes 

the slope of the linear fit. This implies that as solutions 

undergo changes, the cost overrun is anticipated to increase 

by 0.95 times the target value, reinforcing the accuracy of the 

linear model's predictions in accordance with the answers 

provided during the training session. 

Testing the network 

 Testing the network involves assessing the way in 

which the trained neural network model performs on a 

separate dataset that it has not encountered during the training 

process. This dataset, known as the test set, serves as an 

independent benchmark to analyze the model's generalization 

to fresh, untested data. 

  Fifteen percent of the data was utilized for testing 

the network and the network. Like training the input and 

output variable remain the same with ten layer of input 

sources and one layer of output source. 

 
Fig. 5. Testing Performance 

  

 The test performance evaluated the result around 1.3 

of the target value. 

Validation of the data 

 Validation of data is a crucial step in the machine 

learning process, particularly during the training phase of a 

model. It involves assessing the performance of the model on 

a separate dataset from the one used for training, called the 

validation set. The purpose of validation is in order to adjust 

the hyperparameters of the model and avoid overfitting. 

 While training, the model continuously learns from 

the training set, and periodic evaluations on the validation set 

help determine how well the model generalizes to new, 

obscure data. By monitoring the model's functionality on the 

validation set, adjustments can be made to hyperparameters, 

such as learning rate or regularization strength, to enhance the 

model's capacity for generalization. 

 Fifteen percent of the data is utilized for the 

validation of the model.  



 
Fig. 6. Validation Performance 

 
 

 The obtained value is approximately equal to 0.82 

times the target value, referring to the cost overrun derived 

from the model. 

Cost Overrun Y= 0.82* target value + 1.8 

V. RESULT AND CONCLUSION 

 In an extensive investigation into cost overrun 

within residential construction projects in Mumbai, a 

thorough field review was undertaken to evaluate the 

importance of factors influencing the accuracy of cost 

estimates. Through meticulous research, 35 distinct reasons 

contributing to cost overrun were identified. Statistical 

models were subsequently created using both neural network 

and multiple regression methodologies. Regression 

modelling played a crucial role in discerning the correlation 

between selected factors and project costs, while the results 

from the artificial neural network (ANN) model underwent 

thorough statistical validation. The collective spectrum of 

factors covered 88% of all variations, indicating the project's 

feasibility from an information standpoint, with only a 12% 

loss of data. The most efficient statistical model was the 

neural network model, which notably showed optimal 

performance with a configuration of 10-10-1, combining 10 

inputs, 10 hidden layers, and one output signifying cost 

overrun. 

 This study mainly contributes to prediction of cost 

overrun in future residential projects of Mumbai. 

Recommendations for future work can involve including 

more dataset and more geographical location. This method 

can also be utilized for different calculation and different 

projects involved in Construction Projects. 
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