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ABSTRACT
Hyperledger Fabric has become one of the most widely used con-
sortium blockchain frameworks with the ability to execute custom
smart contracts. Performance modeling and network evaluation
are necessary for performance estimation and optimization of the
Fabric blockchain platform. The compatibility and effectiveness of
existing performance modeling methods must be improved. For this
reason, we proposed a compatible performance modeling method
using queuing theory for Fabric considering the limited transaction
pool. Taking the 2.0 version of Fabric as a case, we have established
the model for the transaction process in the Fabric network. By ana-
lyzing the two-dimensional continuous-timeMarkov process of this
model, we solved the system stationary equation and obtained the
analytical expressions of performance indicators such as the system
throughput, the system steady-state queue length, and the system’s
average response time. We collected the required parameter values
through the official test suite. An extensive analysis and simulation
was performed to verify the accuracy and the effectiveness of the
model and formula. We believe that this method can be extended
to a wide range of scenarios in other blockchain systems.

CCS CONCEPTS
• Networks→ Network performance modeling.
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1 INTRODUCTION
Hyperledger Fabric (Fabric in short) is a representative consortium
blockchain platform that uses the smart contract paradigm and
provides fully operable functionality. The distributed nature and
limitations of data processing make it very difficult to evaluate
and optimize the performance of various blockchains in academia
now [3], not except for Fabric [11, 14, 16, 17]. Given that the rapid
development and practical application, Fabric requires in-depth
planning and deployment of network configuration and developers
need to know in advance whether the throughput and latency of
the blockchain network can meet their requirements [7]. Moreover,
different versions and configurations of Fabric may impact the
evaluation of the performance in terms of throughput, transaction
rejection probability, and average transaction response delay.

Many studies have used experimental and formal methods to
evaluate Fabric performance with various versions [5, 15]. How-
ever, to the best of our knowledge, no formal method that considers
comprehensive parameters has been proposed for Fabric 2.0 [2].

Different network parameters of the Fabric 2.0 framework should
be considered, such as the number of peer nodes, sequencers, orga-
nizations, block size, and the limited transaction pool, to support
the estimation of the system’s throughput and latency.

To bridge this gap, we propose a reproducible modeling approach
to evaluate the performance of Fabric 2.0 based on the raft consen-
sus algorithm using queuing theory. Compared to existing studies,
we modeled the transaction processes of the Fabric 2.0 network
using a queuing theory model with limited transaction pools. The
analytical solution of the system model is obtained using the matrix
geometric solution, and we calculated several key performance
indicators (i.e., the average number of transactions in the queue,
the rejection probability, the average transaction execution time,
and the average transaction response time). We simulate the im-
pact of changes in system performance indicators after adjusting
the system parameters through MATLAB R2016a, including sys-
tem capacity, transaction arrival rate, block size, etc. Through the
evaluation, we verified the effectiveness of the proposed model.

2 BACKGROUND AND RELATEDWORK
2.1 Hyperledger Fabric
Hyperledger Fabric1 is an open-source, permission-based blockchain
platform that provides modular components, that is, membership
services, chaincodes, and subscription services. Figure 1 shows the
transaction flow of Fabric 2.0. The client application sends the trans-
action proposal to the peer nodes and calls the smart contract to
generate a ledger update proposal. Then the result will be endorsed
and the endorsed transaction proposal is fed back to the application.
The endorsed transactions will be sent to the order nodes and then
queued and packaged to generate blocks. Finally these blocks are
distributed to all peer nodes for final verification and submission.
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Figure 1: Fabric 2.0 transaction flow.

Fabric 2.0 supports the Raft-based consensus algorithm, whose
process is shown in Figure 2. The ordering consensus process of
1https://github.com/hyperledger/fabric
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transactions is implemented by a group of nodes by electing a leader
responsible for managing the replication log. The application client
submits the endorsed transaction proposal to the order node and
the order node will receive transactions from different application
clients at the same time. And each order node automatically routes
the received transactions to the current leader of the channel. These
transactions are packaged into blocks in a defined order, saved in
the ledger of the order node, and distributed to all nodes that have
joined the channel. Thereafter, each node will independently verify
the received block of transactions in a deterministic manner to
ensure that the ledger remains consistent. Transactions that are
verified as invalid remain in the blocks created by the order node,
but the node marks them as invalid and does not update the state of
the ledger. When all nodes are verified, the block ledger is updated.
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order node group peer node group 
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TX
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Figure 2: Consensus process of Fabric.

2.2 Performance evaluation of Fabric
Many studies have used experimental evaluation methods to evalu-
ate the performance of various versions of Fabric, such as Fabric
v0.6 [12], v1.0 [16], v1.1 [1], v1.2.1 [13] v1.4 [8], etc. Dreyer et al.
studied the impact of indicators on Fabric 2.0 performance using
test methods and found that Fabric 2.0 is superior to the previous
version in almost all aspects of performance [2].

Modeling is another effective performance evaluation method
in addition to experiments in the blockchain domain [3]. Queu-
ing theory is commonly used to model performance of different
blockchains, for example Bitcoin [6, 9] and Fabric [4, 5]. Geyer et
al. [4] introduced the queuing theory model to the Fabric platform
and modeled the Solo sorting process of the Fabric platform as an
𝑀/𝑀𝐵/1 consensus system. This model captures the characteristics
of the sorting phase in the solo implementation. However, it is not
suitable for the Raft or Kafka implementation of the later versions
of Fabric. Moreover, it does not describe the overall transaction
delay in the Fabric system. Jiang et al. [5] developed a hierarchical
model for the Fabric v1.4.3 platform and applied queuing theory
to derive the impact of transaction arrival rate and endorsement
timeout rate on the performance parameters of Fabric transaction
process.

However, the current models proposed for Fabric are limited
in terms of extensibility, when considering the transaction pro-
cessing process refined by the generalized Erlang distribution of
block generation and block consensus, as well as the limitation of
the transaction pool. Moreover, no relevant research has provided
an analytical solution for the performance modeling of various
versions of Fabric, including 2.0. Our study solves the challenges

through the establishment of an analytical modeling using the queu-
ing theory and supports the better performance analysis of Fabric
2.0.

3 PERFORMANCE MODELING
Queuing theory, also known as stochastic service system theory,
is a mathematical method for solving the performance and service
quality of different types of consensus systems. Arbitrarily com-
plex queues of computer communication networks and blockchain
network systems often require the help of queuing theory to be
solved. The main research work of this paper is to establish a related
queuing theory model to provide system performance evaluation
by analyzing the transaction process of Fabric 2.0.

3.1 Model and parameter
Figure 3 shows the transaction consensus process of Fabric 2.0: all
order nodes that receive transactions will route the transactions to
the leader node’s transaction pool to queue. After that, the trans-
actions are packaged to generate blocks according to the set block
generation time and block size. Blocks are distributed to peer groups
to execute smart contracts and verify transactions. When all peers
are verified, the blocks are sent to the blockchain network.

Consensus system

 TX
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1
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Figure 3: Consensus system of queuing theory.

Table 1 shows all the parameters involved and their meaning.

Table 1: Definition of parameters

Parameter Description
𝑁 The capacity of consensus system
𝑏 The number of transactions contained in a block
_ The average arrival rate of transactions in consensus system
`1 Average consensus service rate of transaction
`2 Average block generation service rate
𝐼 (𝑡 ) The number of transactions in the queue at time 𝑡
𝐽 (𝑡 ) The number of transactions in the block at time 𝑡
𝐿𝑞 The average number of transactions in the queue
𝑇𝑒𝑥𝑒 Average transaction execution time
𝑃𝑟 𝑗𝑐 Transaction rejection probability
𝑇𝑟𝑒𝑠𝑝 Transaction response delay
𝑇𝑃𝑆 Transaction throughput

3.2 Consensus system
We built a consensus system for the Fabric 2.0 process.
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3.2.1 Introduction of the consensus system.
Arrival process: The client sends the endorsed transaction

randomly to the order node for queuing, because the randomly sent
transaction flowhas no aftereffect (that is, the number of transaction
arrivals in a non-overlapping time interval is independent of each
other) and stability. Therefore, it is assumed that the transaction
arrival is a Poisson flow, that is, the interval between the arrival of
two adjacent transactions obeys the exponential distribution with
the parameter _.

Service process: We divide the transaction service into two
separate phases. Transactions arrive at the order node group and
queued for the leader to package them into blocks. This is the first
stage of the service, block generation, where block generation time
obeys the exponential distribution with a parameter of `2. After
that, the leader sends the packaged block to the peer group to verify
the transactions in the block is regarded as the second stage of the
service, where transaction validate time obeys an exponential dis-
tribution with a parameter of `1. Therefore, the transaction service
time obeys the generalized Erlang distribution and the average
service time is 1

`1
+ 1

`2
.

Block generation rules: Transaction arrivals follow the first-
come-first-served (FCFS) principle.

The maximum system capacity: There are at most 𝑁 trans-
actions in the consensus system. Therefore, when no blocks are
generated in this system, the transaction pool can receive at most
𝑁 transactions. When the system performs consensus verification
on a block, there are at most (𝑁 − 𝑏) transactions in queue.

Independence:We assume that all the random variables defined
above are independent of each other.

3.2.2 A Markov process of consensus system.
We regard the order node group and the peer node group as a

service station, establish a continuous-time Markov process of the
consensus system, and derive the stable probability vector of the
system through the matrix analysis method.

Let 𝐼 (𝑡) and 𝐽 (𝑡) be the numbers of transactions in the queue
and in the block at time 𝑡 , respectively. Then (𝐼 (𝑡), 𝐽 (𝑡)) can be
regarded as a state of the consensus system at time 𝑡 . Note that
𝑖 = 0, 1, · · · , 𝑁 and 𝑗 = 0, 1, 2, · · · , 𝑏. Among them, (𝑁−𝑏+1, 0), (𝑁−
𝑏 + 2, 0), · · · , (𝑁, 0) means that there is no block generation in the
system, and the maximum number of transactions in the queue
can reach 𝑁 . (𝑁 − 𝑏, 0), (𝑁 − 𝑏, 1), · · · , (𝑁 − 𝑏,𝑏) means that the
system has a block being processed and the maximum number of
transactions in the queue can reach (𝑁 − 𝑏). For various cases of
(𝐼 (𝑡), 𝐽 (𝑡)), we write:

Ω = {(𝑖, 𝑗) : 𝑖 = 0, 1, · · · , 𝑁 ; 𝑗 = 0, 1, 2, · · · , 𝑏}
= {(0, 0), (0, 1), (0, 2), · · · , (0, 𝑏); (1, 0), (1, 1), (1, 2), · · · ,
(1, 𝑏); · · · ; (𝑏, 0), (𝑏, 1), (𝑏, 2), · · · , (𝑏, 𝑏); (𝑏 + 1, 0),
(𝑏 + 1, 1), (𝑏 + 1, 2), · · · , (𝑏 + 1, 𝑏); · · · ; (𝑁 − 𝑏, 0),
(𝑁 − 𝑏, 1), (𝑏 + 1, 1), (𝑏 + 1, 2), · · · , (𝑏 + 1, 𝑏); · · · ;
(𝑁 − 𝑏, 0), (𝑁 − 𝑏, 1), (𝑁 − 𝑏, 2), · · · , (𝑁 − 𝑏, 𝑏);
(𝑁 − 𝑏 + 1, 0), (𝑁 − 𝑏 + 2, 0), · · · , (𝑁 − 1, 0), (𝑁, 0)}

Then (𝐼 (𝑡), 𝐽 (𝑡)) is a continuous-time Markov process in the
state space Ω. Figure. 4 denotes the state transition relation of the
Markov process {(𝐼 (𝑡), 𝐽 (𝑡)) : 𝑡 ≥ 0}.

According to the state transition diagram, the stationary state
equation of this system is expressed as follows:

•𝑆𝑡𝑎𝑡𝑒 {(0, 0)} :

− _𝑝 (0, 0) + `1 [𝑝 (0, 1) + 𝑝 (0, 2) + · · · + 𝑝 (0, 𝑏)] = 0 (1)

•𝑆𝑡𝑎𝑡𝑒 {(0, 𝑗), 𝑗 = 1, 2, · · · , 𝑏} :

− (_ + `1)𝑝 (0, 𝑗) + `2𝑝 (𝑖, 0) = 0 (2)
•𝑆𝑡𝑎𝑡𝑒 {(𝑖, 0), 𝑖 = 1, 2, · · · , 𝑁 − 𝑏} :

−(_ + `2)𝑝 (𝑖, 0) + _𝑝 (𝑖 − 1, 0) + `1 [𝑝 (𝑖, 1) + 𝑝 (𝑖, 2)+
... + 𝑝 (𝑖, 𝑏)] = 0 (3)

•𝑆𝑡𝑎𝑡𝑒 {(𝑖, 𝑏), 𝑖 = 1, 2, · · · , 𝑁 − 𝑏 − 1} :

− (_ + `1)𝑝 (𝑖, 𝑏) + _𝑝 (𝑖 − 1, 𝑏) + `2𝑝 (𝑏 + 𝑖, 0) = 0 (4)
•𝑆𝑡𝑎𝑡𝑒 {(𝑁 − 𝑏,𝑏)} :

− `1𝑝 (𝑁 − 𝑏,𝑏) + _𝑝 (𝑁 − 𝑏 − 1, 𝑏) + `2𝑝 (𝑁, 0) = 0 (5)

•𝑆𝑡𝑎𝑡𝑒 {(𝑁 − 𝑏, 𝑗), 𝑗 = 1, 2, · · · , 𝑏 − 1} :

− `1𝑝 (𝑁 − 𝑏, 𝑗) + _𝑝 (𝑁 − 𝑏 − 1, 𝑗) = 0 (6)
•𝑆𝑡𝑎𝑡𝑒 {(𝑖, 𝑗), 𝑖 = 1, 2, · · · , 𝑁 − 𝑏 − 1; 𝑗 = 1, 2, · · · , 𝑏 − 1} :

−(`1 + _)𝑝 (𝑖, 𝑗) + _𝑝 (𝑖 − 1, 𝑗) = 0 (7)
•𝑆𝑡𝑎𝑡𝑒 {(𝑖, 0), 𝑖 = 𝑁 − 𝑏 + 1, 𝑁 − 𝑏 + 2, · · · , 𝑁 − 1} :

− (`2 + _)𝑝 (𝑖, 0) + _𝑝 (𝑖 − 1, 0) = 0 (8)
•𝑆𝑡𝑎𝑡𝑒 {(𝑁, 0)} :

− `2𝑝 (𝑁, 0) + _𝑝 (𝑁 − 1, 0) = 0 (9)
The state {(𝑖, 0), 𝑖 = 𝑁 − 𝑏 + 1, 𝑁 − 𝑏 + 2, · · · , 𝑁 − 1}means that

the system has not generated any blocks and the transactions con-
tinue to accumulate; here, we analyze this situation separately.

It can be obtained from Equations (8) and (9):{
𝑝 (𝑁 − 𝑏 + 𝑗, 0) = ( _

_+`2 )
𝑗𝑝 (𝑁 − 𝑏, 0), 𝑗 = 1, 2, · · · , 𝑏 − 1

𝑝 (𝑁, 0) = _𝑏

(_+`2)𝑏−1`2
𝑝 (𝑁 − 𝑏, 0)

(10)
Putting equation (10) into equation (4) and (5), we can get,


−(`1 + _)𝑝 (𝑖, 𝑏) + _𝑝 (𝑖 − 1, 𝑏) + `2𝑝 (𝑏 + 𝑖, 0) = 0,
𝑖 = 1, 2, · · · , 𝑁 − 2𝑏
−(`1 + _)𝑝 (𝑖, 𝑏) + _𝑝 (𝑖 − 1, 𝑏) + `2 ( _

_+`2 )
𝑖−(𝑁−2𝑏)𝑝 (𝑁 − 𝑏, 0) = 0,

𝑖 = 𝑁 − 2𝑏 + 1, 𝑁 − 2𝑏 + 2, · · · , 𝑁 − 𝑏 − 1
(11)

−`1𝑝 (𝑁 −𝑏,𝑏)+_𝑝 (𝑁 −𝑏−1, 𝑏)+ _𝑏

(_ + `2)𝑏−1
𝑝 (𝑁 −𝑏, 0) = 0 (12)

Simultaneous equations (1)-(3), (6)-(7) and (11),(12) get the (𝑁 −
𝑏 + 1) × (𝑁 − 𝑏 + 1) order minimum generator of the system:
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(0,0)        (1,0)       (2,0)        …        (b,0)        (b+1,0)       (b+2,0)       …       (2b,0)       (2b+1,0)       (2b+2,0)        … ...        (N-b-1,0)        (N-b,0)      …     (N-1,0)      (N,0)

(0,1)        (1,1)       (2,1)        …        (b,1)        (b+1,1)       (b+2,1)       …       (2b,1)       (2b+1,1)       (2b+2,1)        … ...        (N-b-1,1)        (N-b,1) 

(0,2)        (1,2)       (2,2)        …        (b,2)        (b+1,2)       (b+2,2)       …       (2b,2)       (2b+1,2)       (2b+2,2)        … ...        (N-b-1,2)        (N-b,2)   

   ⋮              ⋮             ⋮                          ⋮               ⋮                 ⋮                            ⋮                ⋮                    ⋮                                    ⋮                  ⋮ 

(0,b)        (1,b)       (2,b)        …        (b,b)        (b+1,b)       (b+2,b)       …       (2b,b)       (2b+1,b)       (2b+2,b)         … ...       (N-b-1,b)        (N-b,b)  
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Figure 4: State transition diagram.
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.
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.

.

.

.

`1 0 · · · 0 0

 .
Let 𝜋 = (𝜋0, 𝜋1, 𝜋2, · · · , 𝜋𝑁−𝑏 ) be the stationary probability vec-

tor of this system, and each sub-vector 𝜋𝑖 = (𝜋𝑖0, 𝜋𝑖1, · · · , 𝜋𝑖𝑏 ), 𝑖 =
0, 1, 2, · · · , 𝑁 − 𝑏 is a 𝑏 + 1 dimensional row vector, then the system
of stationary equations is {

𝜋𝑄 = 0
𝜋𝑒 = 1 (13)

Where 𝑒 is a column vector of ones with proper dimension.
Then, we have

𝜋0𝐵0 + 𝜋1𝐵1 + 𝜋2𝐵2 + · · · + 𝜋𝑏𝐵𝑏 = 0 (14)

𝜋0𝐴0 + 𝜋1𝐴1 + 𝜋𝑏+1𝐵𝑏 = 0 (15)

𝜋𝑖−1𝐴0 + 𝜋𝑖𝐴1 + 𝜋𝑖+𝑏𝐵𝑏 = 0, 𝑖 = 2, 3, · · · , 𝑁 − 2𝑏 (16)

𝜋𝑖−1𝐴0 + 𝜋𝑖𝐴1 + 𝜋𝑁−𝑏𝐶𝑖−(𝑁−2𝑏) = 0,
𝑖 = 𝑁 − 2𝑏 + 1, 𝑁 − 2𝑏 + 2, · · · , 𝑁 − 𝑏 − 1 (17)

𝜋𝑁−𝑏−1𝐴0 + 𝜋𝑁−𝑏𝐴𝑀 = 0 (18)

𝜋𝑒 = 1 (19)
Since the matrix 𝐴0 is a diagonal matrix, the matrix analysis

method proposed in [10] is used to solve the steady-state probability
vector. The diagonal matrix 𝐴0 is expressed as 𝐴0 = _𝐼 (𝐼 is the
(𝑏 + 1) order identity matrix). Let 𝑅𝑁−𝑏 = 𝐼 , then

𝜋𝑁−𝑏 = 𝜋𝑁−𝑏𝑅𝑁−𝑏 (20)
According to equation (18), we have

𝜋𝑁−𝑏−1 = 𝜋𝑁−𝑏 (−
1
_
𝐴𝑀 ) = 𝜋𝑁−𝑏𝑅𝑁−𝑏−1 (21)

Here 𝑅𝑁−𝑏−1 = − 1
_
𝐴𝑀 is called the subrate matrix.
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Substituting equation (21) into equation (17), we get

𝜋𝑁−𝑏−(𝑖+1) = 𝜋𝑁−𝑏 [−
1
_
(𝑅𝑁−𝑏−𝑖𝐴1 +𝐶𝑏−𝑖 )]

= 𝜋𝑁−𝑏𝑅𝑁−𝑏−(𝑖+1) ,

𝑖 = 1, 2, · · · , 𝑏 − 1

(22)

Here

𝑅𝑁−𝑏−(𝑖+1) = − 1
_
(𝑅𝑁−𝑏−𝑖𝐴1 +𝐶𝑏−𝑖 ), 𝑖 = 1, 2, · · · , 𝑏 − 1.

Substituting Equation (22) into Equation (16), we get

𝜋𝑁−𝑏−(𝑖+1) = 𝜋𝑁−𝑏 [−
1
_
(𝑅𝑁−𝑏−𝑖𝐴1 + 𝑅𝑁−𝑖𝐵𝑏 )]

= 𝜋𝑁−𝑏𝑅𝑁−𝑏−(𝑖+1) ,

𝑖 = 𝑏,𝑏 + 1, · · · , 𝑁 − 𝑏 − 1

(23)

Here

𝑅𝑁−𝑏−(𝑖+1) = − 1
_
(𝑅𝑁−𝑏−𝑖𝐴1 + 𝑅𝑁−𝑖𝐵𝑏 ),

𝑖 = 𝑏, 𝑏 + 1, · · · , 𝑁 − 𝑏 − 1.

According to equation (14), we have

𝜋0 = −𝜋𝑁−𝑏 (𝑅1𝐵1 + 𝑅2𝐵2 + · · · + 𝑅𝑏𝐵𝑏 )𝐵−10
= 𝜋𝑁−𝑏𝑅0,

(24)

Here 𝑅0 = −(𝑅1𝐵1+𝑅2𝐵2+· · ·+𝑅𝑏𝐵𝑏 )𝐵−10 , the process of solving
𝑅𝑖 , 𝑖 = 0, 1, 2, · · · , 𝑁 − 𝑏 is shown in Figure 5.

Simultaneous equations (15) and (19), we have{
𝜋𝑁−𝑏 (𝑅0𝐵0 + 𝑅1𝐵1 + 𝑅𝑏+1𝐵𝑏 ) = 0
𝜋𝑁−𝑏 (𝑅0 + 𝑅1 + 𝑅2 + · · · + 𝑅𝑁−𝑏−1 + 𝐼 )𝑒 = 1 (25)

Solving for 𝜋𝑁−𝑏 , according to equations (20)-(24), the steady-
state probability vector 𝜋 can be solved.

3.2.3 Performance analysis.
In this section, we provide the performance measurement in-

dicator of the consensus system, and its expression is given by 𝜋

and 𝑅. Analyze the influence of parameters on system performance
indicators through numerical calculations.

When the consensus system is stable, we write

lim
𝑡→+∞

𝐼 (𝑡) = 𝐿𝑞, lim
𝑡→+∞

𝐽 (𝑡) = 𝐽𝑏 , (26)

(a) Average queue length of consensus system

𝐸 (𝐿𝑞) =
𝑁−𝑏∑︁
𝑖=0

(𝑖
𝑏∑︁
𝑗=0

𝜋𝑖 𝑗 ) = 𝜋𝑁−𝑏 [𝑅1+2𝑅2+· · ·+(𝑁−𝑏)𝑅𝑁−𝑏 ]𝑒 (27)

(b) Transaction rejection probability of consensus system

𝑃𝑟 𝑗𝑐 =

𝑏∑︁
𝑗=0

𝜋𝑁−𝑏,𝑗 = 𝜋𝑁−𝑏𝑒 (28)
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Figure 5: 𝑅𝑖 calculation flow chart.

(c) Average transaction execution time of consensus system

𝐸 (𝑇𝑒𝑥𝑒 ) =
[ 𝑁−𝑏−𝑙

𝑏
]∑︁

𝑘=0

𝑏−1∑︁
𝑙=0

𝜋𝑘𝑏+𝑙,0 (𝑘 + 1) ( 1
`1

+ 1
`2

)

+
[ 𝑁−𝑏−𝑙

𝑏
]∑︁

𝑘=0

𝑏−1∑︁
𝑙=0

𝑏∑︁
𝑗=1

𝜋𝑘𝑏+𝑙, 𝑗 [
1
`1

+ (𝑘 + 1) ( 1
`1

+ 1
`2

)]

(29)

The proof process is analogous to [9], where [𝑁−𝑏−𝑙
𝑏

] is the
rounding function.

(d) Average transaction response time of consensus system

𝐸 (𝑇𝑟𝑒𝑠𝑝 ) =
𝐸 (𝐿𝑞)

_(1 − 𝑝𝑟 𝑗𝑐 )
(30)

(e) Throughput of consensus system

𝑇𝑃𝑆 = _(1 − 𝑝𝑟 𝑗𝑐 ) (31)

4 MODEL SIMULATION AND VALIDATION
In this section, we will simulate the performance indicators of the
Fabric 2.0 system by varying several important parameters such
as transaction arrival rate, consensus system capacity, transaction
consensus rate, and block generation rate.
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4.1 Simulation experiment setup
To analyze the influence of system parameters on the above sys-
tem performance indicators, we installed the software platform
𝑀𝐴𝑇𝐿𝐴𝐵𝑅2016𝑎 to verify the approximate accuracy of our model
by setting some parameter values and mathematical simulation of
the impact of the range on the performance indicators.

4.2 Performance evaluation
4.2.1 Influence of transaction arrival rate (_).

We set the range of variation of _ to 100 to 2000 (transactions/second),
`1 = `2 = 100 (transactions/second), the capacity of the consensus
system capacity 𝑁 = 500 (transactions). Figure 6(𝑎) − (𝑒) show
the changes in performance indicators such as the probability of
transaction rejection and the average delay in transaction response
under different block sizes 𝑏.

From Figure 6(𝑎) − (𝑒), we can conclude that, except for queue
length, changes in other performance metrics cannot avoid the
transaction arrival rate, especiallywhen throughput and transaction
arrival rate are linearly related. When the transaction arrival rate
is determined, the larger the block size 𝑏 is, although the queue
length, transaction execution time, and response time will decrease,
the rejection probability will increase rapidly. Therefore, blindly
following a large area will not achieve good performance.

4.2.2 Influence of consensus system capacity (𝑁 ).
We set the range of variations of 𝑁 to be 100 to1000 , `1 = `2 =

100, the transaction arrival rate _ = 1000. Figure 7(𝑎) − (𝑒) show
the changes in performance indicators under different block sizes
𝑏.

From Figure 7(𝑎) − (𝑒), it can be concluded that when the con-
sensus system capacity is 𝑁 ≥ 200, the change of 𝑁 have Little
effect to the probability of rejection, transaction execution time and
throughput rate, but queue length and transaction response time
will be increase as 𝑁 increases. Therefore, the impact of 𝑁 on the
performance of the existing system cannot be ignored. When 𝑁

is large and fixed, the size of the block does not affect the values
of rejection probability and throughput, but is inversely propor-
tional to both the length of the queue and the execution time of the
transaction.

4.2.3 Influence of transaction consensus rate (`1) or transaction
generate rate (`2).

The parameter `1, `2 represents the consensus rate for the block
and the block generation rate. Its numerical value is related to
the number of order nodes and the number of peer nodes. Here,
we assume that the range of both `1 and `2 is 0 − 1000, when
_ = 1000, 𝑁 = 500, Figure 8(𝑎) − (𝑒) show the variation law of the
performance indicators in `1 under different block sizes 𝑏.

From Figure 8(𝑎) − (𝑒), it can be seen that the change of `1
has little effect on queue length, transaction response time and
throughput. However, as `1 increases, the rejection probability first
decreases and then increases to 0, and the execution time accord-
ingly decreases. This is because the higher the block efficiency that
generates transactions (block processing efficiency), the higher the
probability of receiving the transaction, the smaller the rejection
probability and the shorter the execution time of the transaction.
When `1 is fixed, the change in block size 𝑏 affects throughput

(a) 𝐿𝑞.

(b) 𝑃𝑟 𝑗𝑐 .

(c) 𝑇𝑒𝑥𝑒 .

(d) 𝑇𝑟𝑒𝑠𝑝 .

(e) 𝑇𝑃𝑆 .
Figure 6: Performance indicators with _
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(a) 𝐿𝑞.

(b) 𝑃𝑟 𝑗𝑐 .

(c) 𝑇𝑒𝑥𝑒 .

(d) 𝑇𝑟𝑒𝑠𝑝 .

(e) 𝑇𝑃𝑆 .
Figure 7: Performance indicators with 𝑁

(a) 𝐿𝑞.

(b) 𝑃𝑟 𝑗𝑐 .

(c) 𝑇𝑒𝑥𝑒 .

(d) 𝑇𝑟𝑒𝑠𝑝 .

(e) 𝑇𝑃𝑆 .
Figure 8: performance indicators with `1
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and execution time very little, but as the block size increases, the
queue length and response time decrease, so large blocks are the
best choice in the current situation.

Since the impact of `2 on each performance indicator is similar
to `1, it will not be described in detail here.

We have shown the impact of different parameters on system
performance indicators in four dimensions. Summarized as follows:
The transaction arrival rate _ is the only factor that affects the
system’s throughput. Increasing the size of the block 𝑏 can reduce
the length of the queue, the execution time of the transaction,
and the response time. Meanwhile, the rejection probability of the
system may also increase. Finding a suitable block size is important
to optimize Fabric performance. Unlike relevant studies, we find that
the impact of the size of the transaction pool on system performance
cannot be ignored, and the transaction pool 𝑁 cannot easily be
made infinite. Different values of 𝑁 will affect the accumulation
of queues. The size of the block generation rate and the consensus
rate directly affect the efficiency of the entire consensus system,
so selecting an appropriate number of peer and order nodes can
ensure transaction processing efficiency and system security.

4.3 Model experimental verification
To verify the validity of the model, we installed a Fabric 2.0 network
on the 48C 187G server with the Raft ordering service and set up
an order node and a validator group consisting of three peer nodes.
We used Hyperledger Caliper2 to test different blockchain solutions
with custom use cases. We set the system capacity 𝑁 = 150, the
block size 𝑏 = 10, the transaction arrival rate _ to range from
500 to 3000. The average transaction delay and throughput of the
consensus system are tested, and the theoretical and test values are
compared as follows.

Figure 9(𝑎) − (𝑏) show the comparison between the theoretical
value and the test value of the transaction response time. It can be
easily obtained, when the error is 0.5, the cumulative probability
reaches 50%, and the maximum transaction error does not exceed 26,
indicating that the response time equation of the consensus system
is valid. Figure 10(𝑎)− (𝑏) show the comparison between the theory
value and the test value of the throughput of the consensus system.
We found that the test and theory values of throughput were almost
identical. And the probability that the error is less than 20 reaches
75%, so it has also been verified that the throughput equation of
the consensus system is valid.
5 CONCLUSION
This study proposed a feasible and extensible modeling method for
Fabric 2.0, using the queuing theory model with a limited transac-
tion pool. We obtained key performance indicators related to the
consensus system models and conducted a series of experiments
to validate the simulated models. During the experiments, we sim-
ulated the system performance indicators through the parameter
change process to verify the effectiveness of the model. Finally, the
validity of the proposed model was verified by comparing the exper-
imental data with the theoretical data using benchmark tests. The
future research work of this study are twofold: 1) Optimizing the
proposed queuing theory model by supplementing other relevant

2https://github.com/hyperledger/caliper
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Figure 9: Response time of the consensus system.
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Figure 10: Throughput of the consensus system.

variables for performance analysis, such as peer group is attacked;
2) Expanding the proposed model to other similar blockchain sce-
narios to improve the generality of our work.
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