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Abstract 

Explainable Artificial Intelligence (XAI) applications are widely used in interactions with end users. 
However, there remains a lack of understanding of how the different characteristics of these systems, 
particularly the anthropomorphic design and the type of explanations provided interact to affect user 
reactions to AI. We address this research gap by building on social response theory (SRT), prior XAI and 
anthropomorphic design literature, to investigate how anthropomorphic design (human-like vs. 
machine-like) and types of explanations (consensual, expert, internal, empirical validation-based 
explanations) affect user reactions to AI (perceived trust and persuasiveness) and acceptance of AI 
systems. We will evaluate the proposed research model by conducting a 2 × 4 between-subjects 
experiment. This study will enrich the theoretical landscape of anthropomorphic design and human-AI 
interaction (HAII), offering actionable insights into user perception and acceptance for XAI 
practitioners. 

Keywords: XAI, Human-AI Interaction, Conceptualisation Validation Types, Anthropomorphic 
Design  
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1 Introduction 

With the rapid development of Artificial Intelligence (AI), AI-based applications are widely used in 
interactions with end users, from online education transformations (Seo et al., 2020; VanLehn, 2011) to 
e-commerce revolutions (Bawack et al., 2022; Enholm et al., 2021). This pervasive impact emphasises 
the importance of understanding how users perceive and interact with these AI systems. A significant 
area of attention is the explainability of AI (Li and Suh, 2022; Xu et al., 2019). XAI refers to AI systems 
that elaborate their decision-making processes with details or rationale to their users, making their 
functions transparent and understandable (Barredo Arrieta et al., 2020). XAI has gained momentum 
given the need of humans to have explanations that resonate with their logic for trusting information 
sources. As such, humans will be more willing to trust and accept recommendations from AI that explain 
the logic behind its recommendations compared to one that does not (He et al., 2022).  

Despite the growth of XAI, there are still several unexplored areas (Miller, 2019). One such area is how 
the interaction of different XAI characteristics, especially anthropomorphic design and the explanation 
type AI systems provided, shapes user reactions to AI decisions (Erlei et al., 2020; Troshani et al., 2020). 
These characteristics are important because first, people respond differently to computer entities with 
human characteristics (i.e., anthropomorphised) than others (Glikson and Woolley, 2020). 
Anthropomorphic design refers to the design characteristics that make a system or interface appear or 
behave in human-like ways (Yang et al., 2021). Prior literature advocates that anthropomorphic design 
should be used in AI-enabled applications that interact with end-users (Adam et al., 2020; Zhang et al., 
2012), such as AI-enabled chatbots, and focuses on its impact on user perceptions and acceptance 
(Elkins et al., 2012; Qiu and Benbasat, 2009; Zhang et al., 2021).  This not only makes interactions more 
intuitive but also bridges the gap between complex technical details and human understanding, which 
can evoke a more relatable and trustable perception from users (Benlian et al., 2019; Hong et al., 2017; 
Li and Suh, 2022; Zhang et al., 2021). On the other hand, Yang et al. (2021) point out that previous 
studies have provided inconsistent evidence regarding the impact of anthropomorphism on user 
perception and acceptance. Their research further emphasises that the effects of anthropomorphic 
design often depend on the specific application context. Therefore, as AI adoption continues to integrate 
into more sectors, it becomes essential to further explore the impact of anthropomorphism, particularly 
its interaction impact with other XAI design features. Second, the nature of the explanation matters; for 
example, the basis for the claim or the source of the data can affect the persuasiveness of the message 
(Eagly and Chaiken, 1984). Nevertheless, how these aspects work and interact in the context of AI is yet 
to be examined. Such interactions are particularly important because the way we depict the source of 
the message can have different effects on message persuasiveness under different message content and 
argumentation conditions (Gunaratne et al., 2018).  

This paper aims to fill this research gap by investigating how anthropomorphic design and explanation 
types interact to impact user trust, message persuasiveness, and acceptance of AI systems. Based on 
prior literature, we designed two distinct AI agent interfaces to compare the effects of anthropomorphic 
design. Simultaneously, our study adapts the four conceptualisation validation types proposed by 
Jaccard and Jacoby (2009) as the main explanation types. Drawing from social response theory (SRT), 
prior XAI and anthropomorphic design literature, we propose an experimental design to compare the 
differences in user perception caused by different explanation features. Therefore, our study aims to 
answer the following two questions: 

RQ1: Which explanation types in AI systems most positively influence user trust and persuasiveness? 
RQ2: How does the interplay between anthropomorphic design and different explanation types 
impact user trust, message persuasiveness, and subsequent acceptance of AI systems? 

In this research-in-progress paper, we use a 2x4 between-subjects experimental design to test the 
proposed hypotheses, aiming to examine the impact of anthropomorphic design and explanation types 
on user perception of AI systems. By making AI systems more understandable and trustworthy, we can 
accelerate their adoption in critical domains beyond healthcare, such as transportation, environmental 
protection, and public policy, which have wide-ranging impacts on the common good of society.  

2 Theoretical Foundation 

2.1 Explainable AI (XAI) and Explanation Types 

Explainable Artificial Intelligence (XAI) has emerged as a crucial research domain within AI, stimulating 
numerous advancements as both academia and industry strive for algorithmic transparency (Gohel et 
al., 2021; Miller, 2019). Broadly, XAI refers to AI systems that demystify their decision-making 
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processes with details or rationale to their users, making their decisions clear or easy to understand 
(Miller, 2019; Minh et al., 2021). Existing literature on XAI highlights the necessity of well-designed 
explanatory mechanisms in AI systems and the principles governing them (Chromik and Butz, 2021). A 
crucial aspect of XAI’s comprehensibility is the type and pattern of system explanations, which aligns 
well with the research aim of this paper (Brdnik, 2023; Vilone and Longo, 2020), and several studies 
have elucidated the effectiveness of different types of explanations provided by AI on user perceptions, 
including fairness perceptions and trust intentions (Dodge et al., 2019; Song et al., 2023). This study 
adapts the four conceptualisation validation types proposed by Jaccard and Jacoby (2009) as the 
primary explanation types for AI systems. These four types, namely consensual, expert, internal, and 
empirical validation, are considered to govern human understanding and guide the formation of beliefs. 
These conceptualisation validation types provide a structured methodology for effectively evaluating the 
reliability and credibility of theories, concepts, or information. This makes them highly relevant in the 
context of XAI applications and aligns closely with the perceptual metrics we have set (perceived trust 
and persuasiveness). This consistency leads us to adapt these validation types as AI explanation types 
in our experiment, aiming to explore the actual impact of explanations rooted in different validation 
types on users’ perceived trust and understanding. Consensual validation operates on the principle of 
collective agreement or shared perceptions of facts (Scarr, 1985). This validation type assumes if most 
users widely accept an explanation or if it aligns with their intuitive reasoning, then that explanation is 
more likely to be considered correct and trustworthy. Expert validation relies on endorsements from 
individuals with extensive knowledge and experience in the relevant domain; when system explanations 
align with expert knowledge or are validated by experts, it increases the system’s perceived truth, 
potentially increasing user reliance on such systems. Internal validation sets rigorous logic principles 
to ensure the coherence and integrity of concepts. Logically consistent and contradiction-free AI 
explanations are likely to enhance user trust in the system’s reasoning. Empirical validation involves 
meticulous empirical testing to determine if a concept accurately represents the phenomenon under 
study. For XAI, this implies that if an explanation aligns well with empirical data or mirrors real-world 
outcomes, users are more likely to perceive it as reliable and accurate, consequently facilitating users’ 
AI acceptance.  

2.2 Social Response Theory and Anthropomorphic Design  

Anthropomorphic design, as defined by Yang et al. (2021), refers to the extent to which an AI service 
agent emulates human characteristics such as appearance, voice, and behaviour. This concept is deeply 
intertwined with SRT’s foundational premise that humans instinctively perceive computers and digital 
agents as social entities, treating them as social actors (Nass et al., 1994). When a system displays 
specific social cues, such as a female avatar's voice or visual representation, users mindlessly categorise 
the system within the respective social framework (e.g., viewing the system as female) and consequently 
apply related social norms to it (Nass and Moon, 2000). Such interpretations and reactions are not 
limited solely to gender attributions but encompass a broad range of anthropomorphic attributes. Prior 
studies have shown that AI systems can increase user trust and effectively ameliorate HAII barriers 
through their anthropomorphic features (Li and Suh, 2022; Zhang et al., 2021). AI systems with human-
like features are perceived as more relatable, with users often treating these systems as social actors, as 
supported by SRT. Some studies have already validated the relevance of SRT in the domains of AI and 
anthropomorphic design. For example, Qiu and Benbasat (2009) used SRT to explain the effects of 
different social cues in human-like technologies. Furthermore, advances in AI systems with enhanced 
perceptual and cognitive capabilities have further emphasised the profound impact of anthropomorphic 
features designed based on SRT on user perception and intent, including improving the overall 
acceptance of the system by users (Benlian et al., 2019; Schuetzler et al., 2018; Yang et al., 2021; Ying et 
al., 2013). Recognising the key role of SRT in navigating these perceptions can provide deeper insights 
to inform the design and development of AI systems that are not only technically proficient but also 
socially consistent and user-friendly. 

2.3 User Perception of AI Systems 

The way users perceive and interact with digital technologies, including AI systems, is a significant focus 
in contemporary literature (Araujo et al., 2020; Daneji et al., 2019; Denaputri and Usman, 2019; Wilson 
et al., 2021). Key metrics such as perceived trust and perceived persuasiveness have been identified as 
determinant factors influencing the adoption, and users’ overall AI acceptance. The perceived trust of 
users in AI systems is critical, especially in scenarios where AI is assisting in decision-making, and 
people will avoid using systems they do not trust (Bartneck et al., 2020). Users are more likely to rely on 
systems they perceive as trustworthy, which in turn increases their acceptance and continued use of such 
systems (Lee and See, 2004). Perceived persuasiveness, on the other hand, refers to the ability of a 
Human-computer Interaction (HCI) system to persuade people to change their behaviour through its 
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UX design elements and features, which can also be regarded as a key determinant in user acceptance 
and evaluation (Lehto et al., 2012; O’Keefe, 2018). In our study, AI acceptance is defined as users' 
willingness to use, rely on, and integrate an AI system into their daily activities, which stems from their 
evaluation of its utility. Our investigation seeks to explore how explanation types combined with 
anthropomorphic design features influence these user perception metrics. By understanding these 
dynamics, we aim to provide insights beneficial for designing AI systems that meet user expectations, 
improving their perception and acceptance. 

3 Research Model and Hypotheses Development 

This study posits that user perception and overall acceptance of the AI system are influenced by its 
anthropomorphic design and explanation pattern, which consistently aligns with the theoretical 
foundations. Thus, our study aims to reveal the interplay between these XAI designs and further explore 
how these characteristics can affect the user’s perceived trust, perceived persuasiveness, and overall 
acceptance. The proposed research model for this study is shown in Figure 1.  

 

Figure 1. Research Model 

3.1 Effects of Anthropomorphic Design 

The presence of anthropomorphic design in computer-mediated environments creates a sense of ‘being 
with others’, which reduces the psychological distance between the user and the AI system (Lim et al., 
2021). This is consistent with the SRT that posits humans inherently invoke emotional and social 
responses to non-human entities. Simultaneously, extensive research has shown the fact that users tend 
to interact more effectively with AI systems that embody human-like characteristics, leading to a positive 
impact on user perceptions (Ying et al., 2013; Benlian et al., 2019; Zhang et al., 2021; Li and Suh, 
2022). Hence, we propose the following hypothesis:  

H1a-b: The presence of anthropomorphic design in AI systems positively influences user perceptions, 
i.e., (a) perceived trust and (b) perceived persuasiveness. 

3.2 Effects of Explanation Types on User Perceptions 

Previous studies have already pointed out the strong connection between the explainability of AI 
systems, the types of explanations they provide and subsequent user perception and understanding 
(Brdnik, 2023; Chromik and Butz, 2021; Kulesza et al. 2013; Miller, 2019). For example, Miller (2019) 
emphasises the importance of choosing the right type of explanation for different users and 
environments, in particular the apparent impact of contrasting explanations and selective explanations 
on user perception. Kulesza et al. (2013) investigated the impact of the explanation types on user 
perception, concluding that low-fidelity explanations make it difficult for users to understand the 
information, thus undermining their trust and persuasion in the intelligent agent providing such 
explanations. Building on previous literature, our study focuses on the role of explanation types in AI 
systems and their impact on user perception. We decided to adapt the four types of validation proposed 
by Jaccard and Jacoby (2009): consensual validation, expert validation, internal validation, and 
empirical validation as the cornerstones for investigating the types of explanations in AI systems and 
examining their impact on users’ perceived trust, perceived persuasiveness, and acceptance. We propose 
the second hypothesis as follows: 

H2a-b: Explanations provided by AI systems positively influence user perceptions, i.e., (a) perceived 
trust and (b) perceived persuasiveness. 
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3.3 The Combined Effect of Anthropomorphic Design and Explanation Types  

Currently, augmenting anthropomorphic designs with additional features to achieve a more optimal 
combined effect has been discussed in the HCI design literature. Xiao and He (2020) suggest that HCI 
products, such as AI agents based on anthropomorphic design, can be enhanced by diversifying 
interaction forms and expression styles to improve user experience. These enhancements also include 
the types of explanations output by AI agents. Drawing insights from the SRT, human tends to 
anthropomorphise technology, especially when it presents human-like characteristics. According to 
Graaf and Malle (2017), AI systems employ anthropomorphic designs and provide coherent types of 
explanations to optimise user interaction. When AI systems exhibit anthropomorphic characteristics 
and provide explanations, it is not just the design or explanation alone that impacts user perception. 
Instead, it is the social and emotional responses invoked in the user by the combined effect of the design 
and explanation. The efficacy of different explanation types may vary depending on whether the XAI 
interface is human-like or machine-like. In our upcoming experiment, inspired by the 2 × 2 between-
subjects design used by Kim and Song (2021), we aim to identify optimal combinations of 
anthropomorphic design and explanation types that maximise users’ perceived trust, persuasiveness, 
and acceptance. We hypothesise that consensual and expert validations fit well with anthropomorphic 
interfaces because they exploit the social and emotional aspects of human interaction. Consensual 
validation is based on social agreements that complement the social nature of anthropomorphic design 
posited by SRT. Expert validation, on the other hand, exploits the emotional trust that users tend to 
place in ‘authoritative’ or ‘knowledgeable’ entities (Bem, 1970), which are features commonly attributed 
to anthropomorphic design. In contrast, our study posits that machine-like interfaces may align better 
with internal and empirical validations. It is a logical extension given that users often expect machine-
like interfaces to operate based on data and internal logic. Therefore, explanations rooted in empirical 
evidence or the system’s internal logic are more likely to resonate with users, enhancing their trust and 
persuasiveness. Hence, we propose the following hypotheses: 

H3a-d: AI systems that use human-like interfaces with a) consensual and b) expert-based 
explanations will be more effective than other interface-explanation combinations in positively 
influencing the users’ c) perceived trust and d) perceived persuasiveness. 

H4a-d: AI systems that use machine-like interfaces with a) internal and b) empirical-based 
explanations will be more effective than other interface-explanation combinations in positively 
influencing the users’ c) perceived trust and d) perceived persuasiveness. 

3.4 Perceived Trust, Perceived Persuasiveness, and Overall Acceptance 

In the context of examining the users’ perception, we believe that perceived trust and persuasiveness 
become crucial, affecting the user’s relationship and acceptance of the technology. This opinion can be 
supported by Shin (2021), who states that AI acceptance increases when trust is established between AI 
and humans. Drawing from the theory and literature, we argue that perceived trust and persuasion are 
indicators of overall user acceptance. Therefore, we propose the following hypothesis: 

H5a-b: a) perceived trust, and b) perceived persuasiveness, will positively influence overall user 
acceptance of the AI system. 

4 Research Method 

4.1 Experimental Design 

This study aims to investigate the impact of anthropomorphic design (including two levels: human-like 
interface design and machine-like interface design) and type of explanation (including four variations: 
consensual, expert, internal, and empirical validation-based explanations) on user perception, 
measured primarily in terms of perceived trust and perceived persuasiveness. We will conduct a 2 
(anthropomorphic design) × 4 (types of explanation) between-subjects design, using these XAI system 
characteristics as independent variables, and user perceptual metrics as dependent variables. Data 
collection will be conducted through an online experiment. To ensure the robustness and reliability of 
our findings, we plan to recruit at least 50 participants per condition, summing to a total of 400 
participants. We plan to recruit these participants from Amazon Mechanical Turk (MTurk), an online 
crowdsourcing platform established by Amazon. This sample size was determined based on a power 
analysis that suggests a minimum total sample size of 179 for an effect size of f = 0.25, an alpha error of 
α = 0.05 and a power of (1 – β) = 0.8 (Faul et al., 2007). Each participant will be randomly assigned to 
one of eight conditions and interact with a simulated AI system, and then take a questionnaire to assess 
their perception of the system. Once data collection is complete, we will test the hypotheses using a two-
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way analysis of variance (ANOVA), which compares significant mean differences between two factors 
and assesses whether there is an interaction between the two independent variables and the dependent 
variable (Laerd Statistics, 2018). Therefore, we can test hypotheses H1 to H4 by respectively testing the 
main and interaction effect of anthropomorphic design and type of explanation on the user perception. 
Subsequently, we will test H5 using multiple linear regression analyses, a statistical method that can 
effectively help predict and articulate correlations between independent and dependent variables (Ali 
and Younas, 2021). This approach allows us to understand how perceived trust and perceived 
persuasiveness affect overall acceptance. Through our experimental design, this study will 
comprehensively examine how different XAI characteristics affect user perception and overall 
acceptance, thus providing references and new insights into the further interaction design of the AI 
system from a human-centred perspective. 

4.2 Manipulation of Anthropomorphic Design 

This study manipulates multiple factors of the AI system, particularly its anthropomorphic design, 
which includes elements such as name, instructions, visual cues, and conversational styles. These 
manipulations serve to establish two experimental conditions: human-like versus machine-like AI 
agents. In human-like conditions, AI systems use friendly human avatars as visual cues combined with 
advanced artificial empathy algorithms (Krakovsky, 2018; McDuff and Czerwinski, 2018), which enable 
AI to discern the users’ emotional state and generate emotionally intelligent responses. For example, AI 
may respond with “I’m sorry to hear that you’ve been feeling uncomfortable recently.” when informed 
of users’ health concerns. 

  

Figure 2. Experimental Manipulation of Anthropomorphic Design 

At the same time, some human-like expressions are also reflected in the conversational style, including 
some oral expressions like “Don’t worry” and “You’re not alone” to calm users’ potential concerns. In 
addition, we added emojis to the dialogue in the human-like condition, which enables it to express 
emotions more like a human. In contrast, the machine-like interface has been represented by using a 
robot icon. It communicates more matter-of-factly, tending to convey valid information with a 
mechanical, objective style. There are no first-person pronouns or emotional interactions but directly 
addresses the user's symptoms by performing an algorithmic analysis and proposing an objective 
solution. This distinction aims to showcase how anthropomorphic design affects users’ perceptions. 

4.3 Manipulation of Explanation Types 

In this study, we utilise four distinct explanation types based on the four conceptualisation validation 
types proposed by Jaccard and Jacoby (2009) to manipulate the experiment, each explanation type has 
been based on a different form of validation: consensual validation, expert validation, internal 
validation, and empirical validation. Table 1 showcases the four types of explanations in the context of a 
diabetes diagnosis. Consensual validation leverages the collective wisdom of healthcare practitioners 
and people with diabetes to interpret AI system diagnoses. An example would be, “95% agreed that 
diabetes is typically associated with symptoms such as excessive thirst, increased diet, frequent 
urination and unexplained weight loss.” Expert Validation uses authoritative sources such as medical 
books or the views of well-known medical experts to support AI conclusions. It might state, “The 
symptoms you describe align with the medical community's understanding of Type 2 Diabetes, as 
detailed in the latest clinical studies.” Internal validation employs logical reasoning, such as, “Based on 
vast medical record data, symptoms like frequent thirst, increased eating, frequent urination, and 
unexplained weight loss are strongly associated with having type 2 diabetes.” Empirical validation 
verifies AI diagnoses by referencing empirical studies or previous cases with similar symptoms, like 
“Based on data from other cases with similar symptoms, there is a significant likelihood that you have 



Australasian Conference on Information Systems   Tong et al. 
2023, Wellington  Effects of Anthropomorphism and Explanation Types 

  7 

Type 2 Diabetes.” These four types of explanations will be applied separately to both human-like and 
machine-like AI designs. This approach enables us to investigate how interpretive styles interact with 
anthropomorphic design and subsequently influence user perceptions and acceptance.  

  

Table 1. Experimental Manipulation of Explanation Types 

4.4 Measurements 

  

Table 2. Measurement Instruments 

In our study, participants will complete a questionnaire designed to measure their perceptions after 
interacting with a simulated AI system. As shown in Table 2, our questionnaire builds on previous 
studies where measures of perceived trust, perceived persuasiveness, and overall user acceptance were 
referenced or adapted from Choi and Ji (2015), O’Keefe (2018), and Cui et al. (2020), respectively. Each 
construct will be assessed using a 7-point Likert scale, where 1 means strongly disagree and 7 represents 
strongly agree. This measure is consistent with practices established in previous research in the field 
and allows for a thorough examination of our research questions (Denaputri and Usman, 2019; Lopes 
et al., 2022; Weitz et al., 2020). Furthermore, to enhance the robustness of the model and control for 
potential group characterisation effects, we will also collect demographic information such as age and 
gender, as well as participants’ prior understanding of the AI system. 

5 Discussion and Conclusion 

Exploring AI system characteristics is crucial for developing trustworthy and persuasive XAI. This 
research-in-progress addresses this gap through a 2 × 4 between-subjects experimental design, focusing 
on anthropomorphic design and explanation types. This study makes three contributions. First, we 
deepen the understanding of anthropomorphic design’s impact on user perception by employing two 
distinct AI agent conditions within a healthcare context. Second, we adapt Jaccard and Jacoby’s (2009) 
four conceptualization validation types as four explanation types by linking mankind’s validation of 
information truth and the explanation’s reliability and persuasiveness. Extending their framework to 
XAI allows us to systematically evaluate the influence of different types of explanations on user 
perceptions of AI systems. Lastly and most importantly, our research is one of the first studies exploring 
the combined effect of anthropomorphic design and explanation types upon user perception in AI 
systems, thus offering both theoretical insights and practical guidance for XAI design. Our research is 
limited by its focus on a single healthcare context and sample group. Future research should extend this 
study by exploring alternative perceptual metrics and contexts for broader generalisability, investigating 
ethical dimensions of XAI such as the potential “double-edged sword” effect where increased 
explainability and trustworthiness could be exploited for deceptive purposes, and incorporating 
qualitative methods like interviews for deeper insights into user perception. 
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