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Abstract- Objective: Prediction of the survival of liver 

transplantation has been an potential role in understanding 

and improving the matching procedure between the 

recipient and graft. The allocation of organs in liver 

transplantation is a problem that can be resolved using deep 

learning techniques. The methods of allocation which 

included the assignment of an organ to the first patient on 

the waiting list without taking the characteristics of the 

donor and characteristics of the recipient and transplant 

organ were used to determine graft survival. UCI 

Repository data set has been used which consists of male 

and female liver patient records. 

Methods and Materials: In order to address the problem 

of organ allocation, the CNN method and  comparison of 

LSTM which is used to evaluate model performanance for 

accuracy. 

Conclusion: To achieve the high rate of survival of liver 

transplantation and selecting the attributes of donor, 

recipient sand transplantation. 

Keywords– Liver transplant, CNN, LSTM and Deep 

learning. 

I. INTRODUCTION 

 

Liver diseases are complex and heterogeneous in nature 

developing under the influence of various factors that 

affect susceptibility to disease[1]. These include sex, 

ethnicity, genetics, environmental exposures such as 

viruses, alcohol, diet and chemical, body mass index and 

comorbid conditions such as diabetes. Various types of 

complex data are generated in hepatology practice and 

research that could benefit from AI-based approaches: 

EHR data, transient elastography other imaging 

technologies, histology, biobank data, data from clinical 

trials, clinical sensors, wearables and a variety of  

 

molecular data such as genomics, transcriptomics, 

proteomics, metabolomics, immunomics, and 

microbiomics.  

 

Figure 1: Liver Transplant Surgery 

The deep neural networks have been a tremendous 

breakthrough in machine learning which enabling 

machines to learn patterns of data by modeling them 

through a combination of simple nonlinear elementary 

operations which Neural networks have been applied to 

predict 3-month graft survival and assist with donor-

recipient matching for patients with end-stage liver disease 

as well as predicting the presence of liver disease from 

imaging[2]. This can be further extended into 

convolutional neural networks and recurrent neural 

networks which handle localstructures and sequential data. 

Local structure can be important in data and it is important 

to incorporate this existing structure. CNNs use multiple 

convolution filters learned by the network at different 

layers to aggregate information from neighboring pixels 

whereas RNNs allow temporal dependability across 

different time points by modifying the architecture to 

receive input from its past state. The power of neural 

networks can be further applied into survival analysis and 

time-to-event predictions where NNs can be used to predict 

risk function or even the parameters of the distribution 

modeling likelihood of the event[3]. Deep neural networks 

generalize some of these approaches by learning the data-

set distribution whether explicitly or implicitly and 
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generating samples from those learned distribution. For 

example, the variational autoencoder parameterizes the 

distribution of the data set and trains the neural network to 

learn the distribution that fits the training data set best by 

maximizing its likelihood. The generative adversarial 

model uses two separate networks, one to generate fake 

samples which is considered as generatand another to 

discriminate whether the given input is fake or real which 

is considered as discriminator[4]. The goal of one is to 

generate samples that are closer to the true distribution 

whereas the other wants to better differentiate the 

generated and true training samples. This method of 

training results in a model able to generate samples that are 

very similar to the training distribution. This method can 

also be further extended to impute missing data. CNN is 

usually used for images RNN for sequential data and 

survival analysis for time to death. For other types of 

general classification all different methods will generally 

be evaluated to see what works best.  

 

II. LIVER TRANSPLANT 

Donor Age 

The donor age has been steadily increasing over the past 

decade. In the year 1991, 13 percentage  of cadaveric liver 

donors were over the age of 50, 10 years  later it is close to 

30 percentage. Initially donor age _50 years was thought to 

be associated with poor graft outcomes, but  the studies 4, 

8-12 have shown that aged donors (_50 years) without 

additional risk factors have similar outcomes to younger 

donors and age itself should not be a contraindication to 

liver donation[6]. Donor age of more than 70 years, 

However was found to be associated with lower patient and 

graft survival. In contrast to other organs, the liver may be 

more immune to senescence particularly in the otherwise 

healthy person[7]. This is possibly because of the liver’s 

large functional reserve, regenerative capacity and dual 

blood supply which exceeds its metabolic needs. On the 

other hand the older donor livers tend to be smaller and 

darker-colored and may have developed fibrous thickening 

of the capsule. Whether these morphologic changes impact 

on organ function after transplantation should be 

elucidated. It has been shown that older donor livers are 

more susceptible to endothelial cell injury from cold 

ischemia and show decreased adenosine triphosphate  

synthesis after reperfusion which may influence the 

decreased regenerative capacity and decreased synthetic 

function seen in these organs[5]. In older age when 

controlling for other factors may not adversely impact 

patient and graft survival, recipients of older donor livers 

seem to experience a greater degree of delayed function 

with a notable cholestatic pattern after transplantation. 

However over 75 percentage of the recipients in this study 

did regain normal liver function by maintaining cold 

ischemia time  to 8 hours or less, long-term graft function 

was shown to be equivalent in donors greater and less than 

50 years of age. Older donors also have an increased 

incidence of steatosis which may potentiate cold 

preservation injury. Therefore older donors need to be 

carefully selected and each organ requires an assessment 

based on other risk factors especially steatosis and CIT[8]. 

Table 1. Potential Risk Factors Associated With Liver    

               Graft  Dysfunction 

 

 
 
Donor 

 
 
Perioperative 
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Age          

Gender 

Cause of brain death 

Race 

Partial liver grafts                  

Weight 

Cold preservation 

Intensive care unit 

length of stay 

Use of vasopressors 

High serum sodium 

Steatosis 

 

Warm ischemia 

Blood product use 

Technical 

complications 

 

  

Age 

Renal 

insufficiency 

Medical status  

Use of 

vasopressors 

Retransplantation 

 

 

 

Matching  of tissue 

The role of human leukocyte antigen matching in liver 

transplantation is not as clearly defined as with kidney 

transplantation[9]. In a few studies, the human leukocyte 

antigen (HLA) matching did not impact graft survival but 

did decrease acute rejection. Conflicting results have also 

been published in which better matching decreased graft 

survival[10]. The results of lymphocytotoxic crossmatches 



 

have been more reliable positive cross-matches are 

associated with decreased graft survival and increased 

acute rejection. Dvorchik et al have recently have shown 

that two mismatches at the DR loci are associated with an 

increased rate of acute rejection compared with 0 or 1 

mismatches[11]. The length of time in the intensive care 

unit further augmented acute rejection in those patients 

with two DR mismatches.  HLA matching at the DR loci 

may be useful in marginal liver grafts with which the 

likelihood of a prolonged ICU stay is increased. However, 

the practicality of this approach particularly when ischemia 

time may be prolonged is questionable[12]. 

 

III. CONVOLUTIONAL NEURAL NETWORKS 

This work which presents a methodology for the 

classification of multiple hepatic structures from biopsy 

images based on convolutional neural networks. 

Particularly in medical image analysis, CNN architectures 

can overcome the problemswhich is  caused by the hand-

crafted features used in traditional techniques due to their 

fully automated feature extraction, the proposed method 

could be integrated into a complete prognostic tool for  

differentiating the healthy from the diseased tissue 

structures and measuring the severity of the diseases in 

clinical trials.  

 

Figure 2: Working principle of CNN 

Non-alcoholic fatty liver disease is a common cause of 

liver disorder worldwide. Many studies investigating the 

natural history of NAFLD have verified its progression 

from chronic non-alcoholic steatohepatitis to end-stage 

cirrhosis and hepatocellular carcinoma, because a 

multitude of complications impede their accurate 

identification and treatment, their prevalence has been 

evaluated with a variety of diagnostic methods. 

Quantitative assessment through digital histological 

imaging has been established as the gold standard in 

clinical trials with liver biopsies being the mean for the 

detection and staging of NASH and NAFLD[13]. 

IV. LSTM 

Long Short-Term Memory  hidden units are powerful and 

increasingly popular models for learning from sequence 

data. They effectively model varying length sequences and 

capture long range dependencies. We present the first study 

to empiricallyevaluate the ability of LSTMs to recognize 

patterns in multivariate time series of clinical 

measurements.  

 

Figure 3: Working principle of LSTM 

we consider multilabel classification of diagnoses, training 

a model to classify 128 diagnoses given 13 frequently but 

irregularly sampled clinical measurements. We establish 

the effectiveness of a simple LSTM network for modeling 

clinical data. Then we demonstrate a straightforward and 

effective training strategy in which we replicate targets at 

each sequence step. Trained only on raw time series and 

our models out perform several strong baselines including 

a multilayer perceptron trained on hand-engineered 

features. 

V. RESULTS AND DISCUSSION 



 

 

4.1. Dataset description 

 

Patients undergoing partial split or living donor liver 

transplantation and patients undergoing combined or multi-

visceral transplants were excluded from the study. We 

included all transplant recipients 18 years of age or older. 

Recipient and donor characteristics were reported at the 

time of transplant. A multi-centric retrospective analysis of 

eleven Spanish liver transplantation units was conducted 

that was based on all of the consecutive liver transplants 

performed between January 1, 2017 and December 30, 

2018. All patients were followed from the date of 

transplant until death, graft loss or the completion of the 

three months after their liver transplant. 

 

4.2  Exerimental Results 

For experimentation, deep Learning techniques such as 

CNN and LSTM was implemented in the Google Colab 

platform using python programming. Root Mean Square 

Error is used for the performance metrics to evaluate the 

proposed Donor receipient mapping for Liver Transplant. 

Table 2 shows the Root Mean Square Error value for 

mapping Donor Recipient Mapping using CNN algorithm.  

 

Table 2: Donor Recipient Mapping using CNN 

 

Table 3: Donor Recipient Mapping using LSTM 

 

Table 3 shows the Root Mean Square Error value for 

mapping Donor Recipient Mapping using LSTM 

algorithm. 

 

 

VI. CONCLUSIONS 
 

The  increasing waiting time for liver transplantation donor 

organs remain in short supply. The  criteria for marginal 

donors vary from center to center because of the lack of 

organs more centers are transplanting livers that were 

previously considered unacceptable. There are enough 

donors to meet the needs of the transplant waiting list and 

marginal donors may be a viable option to expand the 

donor pool. This paper proposed a Donor Receipient Match 

for Liver Transplant and predict the survival rate using 

CNN and LSTM deep Learning techniques. Among that 

CNN yields better results.  
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