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Abstract— This project aims to review the most popular deep 

learning algorithms and their performances in camera systems 

based on real-time facial emotion recognition and suggest a new 

model for future applications. Firstly, convolutional neural 

network (CNN) algorithms that recognize human emotions, 

such as AlexNet, GoogleNet, and VGG19, are investigated 

according to their performances. Then, the CNN algorithm with 

the best numerical performance is chosen for enhancement. 

After, the new hybrid model is constructed via chosen CNN and 

long short-term memory (LSTM). Lastly, the proposed model 

and face images achieved from the camera are combined to 

simulate real-time application.   
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I. INTRODUCTION 

People commonly use facial expressions to show their 
emotional states and make a communication. Researchers that 
know the importance of this nonverbal information for clear 
communication have started to develop emotion recognition 
systems based on facial expressions. These systems developed 
with deep learning algorithms and feature extraction methods 
have many usage and application areas, especially security, 
health, and human-machine interfaces [1]. 

In the recent past, investigations have focused on 
reconstructing the deep learning algorithms or combinations 
[2] [3]. Some researchers have proposed a model based on 
single deep convolutional neural networks for facial emotion 
recognition. The proposed model consists of 6 convolutional 
layers, three max-pooling layers after the convolutions layer, 
two deep residual learning boxes implemented after the 
second and fourth convolution layer, and two fully connected 
layers. The model performance has been tested on two public 
datasets: Extended Cohn–Kanade (CK+) and Japanese 
Female Facial Expression (JAFFE) [2]. The searchers 
interested in the health sector focus on the importance of 
automatic health issue detection because of the increasing 
quick result requirement in the vast population. Because of 
this reason, they suggest the CNN-LSTM hybrid model 
instead of the CNN approach. Obtained better validation 
accuracy and fast training result in the hybrid model shows 
that researchers will be focusing on the hybrid models in the 
future [3]. Researchers have analyzed four CNN architectures 
(GoogleNet, ResNet, VGGNet, and AlexNet) for facial 
expression recognition according to their validation accuracy 
on FER2013, which is one of the famous datasets. The original 
method for facial expression recognition is reconstructed to 
obtain basic structure, and this new model is shown to improve 
the accuracy result [4]. 

Moreover, investigated literature shows that there are so 
many datasets that are related to facial emotion detection. In 
the human-robot interactive processes, the main point is 
communication; therefore, researchers (Jaiswal and Nandi) 

focused on the applications that allow the robots to understand 
the human facial expression. They offered a CNN-based 
model and tested it over the eight various datasets: Fer2013, 
CK, CK+, Chicago Face Database, JAFFE Dataset, FEI face 
dataset, IMFDB, and TFEID [5]. 

Researchers (Gao et al.) who know feature extraction is 
important in deep learning used VGG-19 architecture in 
camera systems. Additionally, they showed that systems that 
applied transfer learning could extract more information than 
the original network while reducing the training time [6]. 

II. METHODOLOGY 

The methodology section explains the deep learning 

algorithms and their usage in the project. Moreover, this 

section clarifies the requirements for implementation. 

A. CNN  

A Convolutional Neural Network (CNN, or ConvNet) are 

multi-layer neural network designed to identify visual 

structures directly from pixel images with reprocessing. The 

layers of the network and their purposes are as follows [7]. 

 

 Convolutional Layer: The convolutional layer is used 

for extracting high-level and low-level features by 

using the filter. 

 Non-Linearity Layer: The non-linearity layer is used 

for introducing the non-linearity to the system. It is 

also called the activation layer. Sigmoid, tanh, and 

ReLU are the most popular functions in this layer. 

 Pooling Layer: The pooling layer is used for 

downsampling network parameters and reducing the 

calculation. Also, the pooling layer checks the 

suitability of the network. Max pooling is the most 

popular algorithm; moreover, average pooling and  

L2-norm pooling are also used. 

 Flattening Layer: The flattening layer is used for 

preparing the input of the classical neural network. 

The input is converted to a vector. 

 Fully Connected Layer: The fully connected layer is 

used for learning via a neural network. 

 

This article uses the AlexNet, GoogleNet, and VGG 

architectures are prevalent CNN models. 

 

1) AlexNet 

In 2012, Alex Krizhevsky, Ilya Sutskever, and Geoffrey 

Hinton developed AlexNet architecture based on CNN, 

which is described in figure 1. AlexNet consists of 5 

convolutional layers and three fully connected layers. The 

input of the network is 227by 227-pixel RGB images. 

Although standard neural networks use tanh or sigmoid, 



AlexNet uses ReLU (Rectified Linear Unit) as activation in 

non-linear parts. ReLU function has a time advantage when 

the model is being trained. Also, sigmoid function derivative 

approaches zero and causes a vanishing gradient. Therefore, 

it becomes difficult to update the weights in the model. 

AlexNet uses max-pooling in pooling layers to reduce the 

number of calculated parameters in the network. 

Approximately 60 million parameters are calculated with 

AlexNet. AlexNet completed the ImageNet Large Scale 

Visual Recognition Challenge with a 15.3% error rate [8]. 

 

 
Figure 1: AlexNet Architecture 

2) GoogleNet 

GoogleNet, developed by researchers at Google, consists 

of 22 layers (27 layers including pooling layers), as in figure 

2. The nine inception modules provide feature detection 

through convolutions with different filters at different scales. 

Moreover, inception module illustrated in figure 3 reduces 

the computational cost of training an extensive network 

through dimensional reduction. The average pooling layer 

takes a mean from all the feature maps produced by the last 

inception module. A dropout layer prevents overfitting the 

network and is used just before the linear layer. The dropout 

technique randomly reduces the number of interconnecting 

neurons within a neural network. The connected neurons are 

reduced randomly in this layer. GoogleNet architecture's last 

two layers are the linear layer which consists of 1000 hidden 

units, and the softmax layer, which uses the softmax function. 

The GoogleNet architecture was performed in the ILSVRC 

2014 classification challenge with an error of 6.67% [9-10].  
  

 

 
Figure 2: GoogleNet Architecture 

 
Figure 3: Inception Module 

3) VGG-19 

Visual Geometry Group develops VGG-19 at Oxford. 

VGG-19 architecture consists of a total of 24 main layers, 

which are 16 convolutional, five pooling, and three fully 

connected layers, as in figure 4. Furthermore, it contains 

approximately 138 million parameters. The network has an 

image input size of 224-by-224 RGB [11]. 

 

 

 
Figure 4: VGG-19 Architecture 

B. Transfer Learning 

The increasing dataset and complex model architecture 
cause difficulties in using the standard computer while the 
training process. Especially training process that takes days or 
sometimes weeks makes it impossible to work on standard 
computer processors. Learning from scratch, which is 
commonly performed for each learning process, causes vital 
problems in these years because of spending time in training. 
As a result, the method that is called transfer learning was 
developed. In this way, learned information from some tasks 
in other tasks will be possible and advantageous to use in other 
tasks. In other words, information such as features, and 
weights, obtained from previously trained models can be used 
for a new task [12]. The working principle of transfer learning 
is summarized in the following figure 5 to provide a better 
understanding.  

 

 

Figure 5: Transfer Learning 

 

C. LSTM 

LSTM is a special type of recurrent neural network 

(RNN) architecture developed by Hochreiter and 

Schmidhuber [13]. The LSTM architecture consists of 

sequential blocks that repeat each other. These sequential 

blocks are input gate, a “forget” gate, and an output gate. 

Firstly, information that will be forgotten is specified by 

using the input. These are done in the forget gate. Secondly, 

information is updated in the input gate by using sigmoid as 

the activation function. Then, the new information is 

generated with tanh function. The process described 

continues iteratively to minimize the difference between the 

actual training values and the LSTM output values [14]. 



D. Hybrid Model 

The CNN architecture is not suitable for continuous 

dynamic images, and RNN has an internal memory to process 

dynamic data. Thus, CNN and LSTM combinations can be 

used to obtain a more beneficial model. In the offered hybrid 

model, CNN is used for deep feature extraction, and LSTM 

is used for a classifier. [20-21-22]. 

E. System Model 

The model of the system is illustrated in figure 6. The 

image is obtained from the camera. The face in the image is 

caught by the detection algorithm. The catch image is 

cropped and resized. Then, this is given as an input to the 

learning algorithm that is trained to recognize seven human 

emotions such as anger, disgust, fear, happiness, neutral, sad, 

and surprise. Lastly, classification output is taken as a facial 

expression result. 

 

 
Figure 6: System Model 

Viola-Jones algorithm, which is a popular detection 
model, is preferred as a detector in the system. It uses 
rectangular features to identify the particular object in the 
image. In this way, the system trained for face recognition is 
not interested in non-face areas [15]. 

III. IMPLEMENTATION DETAILS 

The implementation details, such as the feature of the 

dataset and used program, are given in section 3. 

A. Dataset 

FER2013[16] is the most popular dataset for facial 
emotion recognition implementation because of the number of 
images in the table 1. FER 2013 consists of 35887 grey images 
which are 48 by 48-pixel. The train set and test set have  28709 
and 7178 images, respectively. There are seven emotions: 
anger, disgust, fear, happiness, neutral, sad, and surprise.   

 Angry Disgust Fear Happy Neutral Sad Surprise 

Train 3995 436 4097 7215 4965 4830 3171 

Test 958 111 1024 1774 1233 1247 831 

Table 1: Number of Images in FER2013 

B. Simulation Environment 

Analyses and real-time implementation were done in 

MATLAB2021a. The related deep learning toolboxes were 

initialized before the usage. Because of the high training 

speed of the graphics processing unit (GPU) [6], neural 

networks were trained using the NVIDIA GeForce840M. 

IV. RESULTS AND DISCUSSIONS 

The performance results for architectures AlexNet, 
GoogleNet, VGG-19, and CNN-LSTM hybrid model, the 
adequacy of the dataset for the implementation, and the 
applicability of the real-time systems are examined in the 
results and discussions section.  

The validation accuracy used for performance criteria 
explains the generalization or classification ability of the 

model. The obtained validation accuracy results for CNN 
architectures (GoogleNet, AlexNet, and VGG-19) that were 
trained via transfer learning are in table 2. The VGG-19 has 
the highest result with 62.66%, while the GoogleNet and 
AlexNet have 60.7% and 57.67%. As a result, the VGG-19 is 
the best option for implementation.  

The elapsed time in training is another vital performance 
parameter. Table 2 shows that GoogleNet, AlexNet, and 

Algorithm 
Validation 

Accuracy 
Elapsed Time Epoch Number 

GoogleNet 60.70 % 652 min 44 sec 6 

AlexNet 57.67 % 353 min 6 sec 6 

VGG-19 62.66 % 3697 min 6 

Table 2: Validation accuracy for CNN algorithms 

VGG-19 spent nearly 11 hours, 6 hours, and 2.5 days in the 
training, respectively. Therefore, the AlexNet is the most 
suitable model for applications.    

GoogleNet validation accuracy result is not less than 
AlexNet, and elapsed time in the training is not too much like 
VGG-19. Thus, the GoogleNet algorithm was chosen to 
convert the stationary to a dynamic model. The CNN-LSTM 
hybrid model provided this improvement. The obtained 
performance result for the CNN-LSTM model is in table 3. 
The spending time in the training is increased by 11% 
compared with the original GoogleNet. Additionally, the 
reconstructed model showed a less than 1% decrease in the 
validation accuracy. As a result, the proposed hybrid model is 
transformed into the appropriate approach for real-time 
simulation. 

Algorithm 
Validation 

Accuracy 
Elapsed Time Epoch Number 

CNN-LSTM 60.34 % 724 min 55 sec 6 

Table 3: Validation accuracy for hybrid model 

The suitability of the FER2013 is investigated using test 
images inside the dataset. When the performance of the 
trained algorithm is examined on the test dataset,  the results 
for each emotion individually are in the following figure 7. 

 

 

Figure 7:Test Dataset Performance Results for (a) Disgust(b) 

Angry (c) Happy (d) Surprise (e) Fear (f ) Neutral (g) Sad 

In figure 7(a), the test dataset results for the emotion of 

disgust are 27% for anger, 25% for fear, and %22 for disgust. 

The model was trained with fewer samples for disgust than 

other emotions, as seen in table 1. Thus, the system does not 

catch the disgust effectively [17]. If the emotion of anger is 



examined for test dataset results, the highest results are 42% 

for anger, and 20% for both fear and sadness, as seen in figure 

7(b). In figure 7(c), 89% of the test dataset is labeled happy, 

and the other emotions are less than 4%. When the emotion 

of surprise is analyzed in figure 7(d), the highest two results 

of the test dataset are 78% for surprise and 14% for fear. 

Additionally, the test dataset results of the fear show the 

highest results as 42% for fear, 27% for sad, and 11% for a 

surprise in figure 7(e). The similarity in facial features 

confuses the analysis of different emotions and causes errors. 

As a result, fear analyses have a surprise, and surprise 

analyses have fear [18]. In figure 7(f), the emotion of neutral 

has 47% of neutral results and 25% of sad results when the 

test dataset is researched. Figure 7(g) shows 60% sad and 

13% fear results when the test dataset of sad emotions is 

examined. In conclusion, the model's validation and test 

accuracy are directly affected by the datasets with unbalanced 

and unclear labeled samples. Although FER2013 is 

considered a huge dataset, it is not a well-defined dataset 

because of these challenges [19].      

 
Figure 8: Simulation Results 

 The results are as shown in figure 8 when the whole 

system is assembled for simulation as in the flow chart. 

Though FER2013 is not suitable for training and validation 

accuracy is 60.34 %, the proposed real-time system can give 

the wanted outputs. 

V. CONCLUSION 

In this paper, CNN architectures, which are AlexNet, 
GoogleNet, and VGG-19, were investigated according to 
validation accuracy performance for emotion recognition. The 
GoogleNet, which has the average validation accuracy and 
spending time, was used to construct the CNN-LSTM hybrid 
model. The constructed model showed similar performance 
results to analyzed CNN algorithms according to validation 
accuracy. The recommended model was used to implement 
real-time simulation. The hybrid models are the way that 
achieves various aims such as better performance and 
converting the domain from static to dynamic when the 
construction of the algorithms can allow combining parts of 
the different algorithms. In conclusion, the hybrid model 
approach can be used as a resource for real-time automated 
camera systems. 
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