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dataset is further divided according to the FloorID. Finally, the spaceID is added. The
final bottom sub-dataset reflects the minimum positioning range. The hierarchical
sub-datasets are illustrated in Fig. 2. From these sub-datasets, the building
information is firstly discovered and predicted, and then the floors are classified. then
each sample will be further classified by SpaceID.

Fig. 2. Dataset preparation
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Ratio of training data to overall data 0.90
Number of epochs 20
Batch size 10

To evaluate the performance of the DNNIP against other indoor positioning
algorithms that include SVM, random forest algorithm and gradient-promotion
decision tree, we calculate the accuracy according to (10) based on the definition of
accuracy for classification problems used in statistical learning, and then select the
true positive (TP), false positive (FP), false negative (FN) as well as true negative
(TN) to ultimately measure the correct rate (CR).

ὅὙ Ὕὖ Ὕὔ
Ὕὖ Ὕὔ Ὂὖ Ὂὔ

. (10)
In fact, TP and TN represent the correct classification numbers, while FP and FN

indicate the wrong classification numbers.
Several distinct DNN structures are shown in Fig. 5. These networks are

represented by having the numbers in parentheses, which indicate the number of
neurons used in the hidden layer. The first DNN is a fully connected network with no
SAE components, and it uses a dropout layer to prevent over-fitting. For each chosen
structure, a variety of optimization strategies are used by starting with constant tuning
and testing the dropout value to be within the range of 5% to 20%, The final settling
is set on 18% as shown in Table 1. Meanwhile, the different values of the learning
rate of the ADAM optimizer are tried and compared with the best value achieved
through repeated adjustments.

4.1 Effect of the SAE Structure

Fig. 5 displays the accuracy performances of different DNN networks. It clearly
shows that the higher the number of hidden-layer neurons, the higher the accuracy.
The accuracy degree of the classifications of the buildings and floors coming out of
the test set can achieve 94.2%, while the accuracy against the validation dataset can
only be close to 83.8%. The reason is because of the characteristics of the validation
dataset - only part of the samples contains valid RSSI values, while other samples
lack RSSI values, and the default value is 0. The results demonstrate that the SAEôs
network structure can effectively reduce the dimensioning of the input vector from
523 to 256, 128, and 64. The simplified results can then be linked to classifiers.
Fig. 5 indicates that the SAEôs identification accuracy with 256 and 128 hidden

neurons superimposed on the validation data set can reach up to 98%, and the
accuracy on the test set can be improved up to 89%. This proves that the SAE can
learn even from a simplified representation of the input information and get better
results than the DNN that does not have an AE network. The comparison of SAE
(256-128) vs. SAE (128-64) would lead to a conclusion that the more neurons are put
on the hidden-layer, the higher accuracy can be obtained. The SAE (256-128-64),
however, achieves the similar performance as the SAE (256-128) does. This is mainly
due to the fact that the more number of AEs the more complex the network would be,
and thus consuming more time to adjust parameters, and causing the performance to
improve slowly.
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Fig. 5. Impact on the accuracy of Classifications of different DNN structures

Fig. 6 shows the changes of the accuracy of the classifications of the buildings and
the floors on both the test-set and the validation-set along with a training duration by
SAE (256-128). The degree of the correct recognitions by the SAE achieves up 95%
or higher after the 11th iteration.

Fig. 6. Accuracy of test and validation dataset using DNNIP

4.2 Accuracy Comparison of Different Algorithms

The SAE that does not partition the dataset is labeled as DNLIP. And the algorithm of
the experiment used for the building level and the floor level in the training and
simulation in [11] is labeled as SVM, i.e., the random forest and decision tree
algorithms. As shown in Fig. 7, DNNIP presents the highest accuracy of 88.9%, while
SVM has the lowest accuracy of 82.5%. Compared with the DNLIP algorithm, the
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The second step is to classify the floors of each building using the floor attributes.
The resultant outcome is shown in Fig. 9. It indicates that when the data set is divided
by the numbering of the buildings, the obtained accuracy of the proposed DNNIP is
better than other machine learning algorithms in most cases. The averaged positioning
accuracy of this DNNIP algorithm is 93.8%, which suggests that DNNIP has a certain
capability in accuracy.

Fig. 9. Accuracy comparison of floor positioning

Finally, the accuracies of the classifications against the space among these
algorithms are compared with results shown in Fig. 10. It shows that the DNNIP has
the highest average positioning accuracy in some classifications. It can also be found
that all the algorithms would get worse results when classifying the ground and top
floors than classifying the middle floors for the same building.
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Fig. 10. Accuracy comparison of space positioning

5 Conclusion

In this paper, the DNNIP method is proposed to locate the user's position in large
indoor buildings, and further used to segment and layer the original UJIIndoorLoc
dataset. The DNNIP takes the network structure of the stacked auto-encoders and
ReLu activation function so as to avoid the gradient disappearance in the training
processes. The obtained classifying accuracy of the proposed DNNIP algorithm is the
highest among all other machine learning algorithms. And after the training, this
algorithm does not need to find the best match of samples within the database, which
saves the time of manually adjusting the parameters. One disadvantage of the
proposed DNNIP algorithm is that when being used against the hierarchical datasets
for the training, the computation is much higher than that of the traditional machine
learning algorithms, and more computing resources are needed when the training set
is updated and adjusted.
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