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Introduction 

The Named Entity Recognition (NER) is a part of Information Extraction (IE) which 

is an emerging area of research and application that explores how to discover the knowledge 

(information) from a huge amount of text. There are so many data resources are available on 

the internet like social media, e-commerce sites, blogs, news portals, personal websites, and 

so on, where people share their thoughts and opinions in their native language. NER is a 

process of identifying named entities such as a person, organizations, locations, time, and 

amount from a given text data (Srinivasan, R., et al., 2019). It was introduced in 1996 at the 

sixth Message Understanding Conference (MUC-6). The various NER systems were 

proposed at that time to enhance the information extraction tasks such as Rule-based NER, 

Machine Learning-based NER, and Hybrid NER (Mansouri, A., et al., 2008). It can be used 

in many applications such as business intelligence, crime prediction, fraud detection, and 

recommendation systems. 

  

 The proper identification and extraction of named entities from Tamil text documents 

are very difficult and challenging tasks because of the semantic ambiguity i.e., the same word 

gives different meaning and its free word order. The following example describes the 

semantic ambiguity in the following Tamil sentence. "எங்கள் பல்கலலக்கழகம் முதல் 

இடத்லத வென்றது” describes the achievement of the university. Here the university is an 

organization. But in this case, "கெரன்ர ் எங்கள் பல்கலலக்கழகத்திற்கு ெந்தார”் here 

the term University referred to as location. In the above example, the term 

“பல்கலலக்கழகம்” gives different meaning according to the context of the sentence.  

  The next challenge of the Tamil text is free word order ie., A sentence that gives the 

same meaning even though the word order is rearranged (Sankaravelayuthan, R., et al., 

2019).  It is described by the following example. 

1. அெர ்கல்லூரிக்கு வெல்கிறார ்(SOV). 

2. அெர ்வெல்கிறார ்கல்லூரிக்கு (SVO). 

3. வெல்கிறார ்அெர ்கல்லூரிக்கு (VSO). 

4. வெல்கிறார ்கல்லூரிக்கு அெர ்(VOS). 

5. கல்லூரிக்கு வெல்கிறார ்அெர ்(OVS). 

6. கல்லூரிக்கு அெர ்வெல்கிறார ்(OSV). 

In the above example, all six sentences give the same meaning even though the word 

order is changed. It can be correctly identified  by a human being but not by the NER system. 

To overcome the above said challenges we proposed an enhanced NER system by integrating 

feature extracting techniques such as REGEXP, Morphological analyzer, content feature 
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extraction, and Singular Value Decomposition (SVM) with the various Deep Learning 

Architectures such as Convolutional Neural Networks (CNN), Recurrent Neural Networks 

(RNN), Long Short Term Memory (LSTM), and Gated Recurrent Unit (GRU).  

 

Related works 

 Different methods such as Rule-based NER, Machine Learning-based NER, and 

Hybrid NER were used so far to develop a NER system to identify the named entities from 

given texts. 

Srinivasan, R., et al., (2019) used supervised learning algorithms to extracts the 

named entities from the 1028 Tamil documents which were collected from Forum for 

Information Retrieval Evaluation (FIRE). After extracting the features by using REGEX, the 

morphological and context features were extracted using POS tagger. Then they applied the 

naive Bayes algorithm to build a classifier with 83.54% F-measure.  

Theivendiram, P., et al.,(2016) developed the novel NER system Margin-Infused 

Relaxed Algorithm (MIRA) and compared it with Conditional Random Fields (CRF) for 

Tamil BBC news text data and the MIRA gave 81.38% F1-measure whereas CRF has given 

79.13%. 

Hariharan, V., et al., (2019)  used Long-short Term Memory (LSTM) and the fastText 

word embedding technique to develop a NER system. The data set was collected from Tamil 

Wikipedia and FIRE-18. The result is compared with various word embedding techniques 

such as GloVe. The LSTM with fastText has given prominent results than LSTM with 

GloVe. 

Abinaya, N., et al., (2015) proposed a statistical and supervised technique namely 

Random Kitchen Sink algorithm for Tamil NER and the result has compared with SVM and 

CRF algorithms. The RKS has given 87.88% accuracy which is higher than SVM and CRF.  

Proposed Methodology 

In this section, our proposed model and the various deep learning architectures are 

discussed in detail. The following Fig. 1 describes the detailed process of the proposed 

Named Entity Recognition (NER) systems for Tamil social media posts.  The overall 

proposed methodology is segregated into four sections. The first section for data collection, 

the second section for Data preparation, the third section of this methodology is to implement 

deep learning with hyperparameter tuning and the final section is to extract the result. 
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 In the first section, the Tamil social media posts are extracted from various social 

media such as Facebook, Twitter, and Instagram by using their APIs. The extracted input 

data will be sent to the data preparation section, which includes various activities like feature 

extraction, feature selection, and dimensionality reduction. The Feature extraction process 

specifies the different feature extracting techniques such as REGEXP and Morphological 

analyzer. 

Fig 1: Detailed process of NER system. 
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In a given data set, the data might include numerical features like amount, date and 

time, and natural language texts (example:  சிொ 3.4.2021 க்கு முன் ததரவ்ு கட்டணம் ரூ 

.3000 வெலுத்த தெண்டும்). The numerical values are extracted using the REGEXP 

technique, which is used to extract the regular expression patterns and the morphological 

analyzer helps to tags the word with correct Part-of-speech. For example, Morphology 

analyzer analyzes the term பல்கலலக்கழகத்திற்கு as பல்கலலக்கழக <Entity>, த் 

<Santhi> and திற்கு <Locative case> then it extracts க்கு from the data and fixed as 

<Location NE>. The second part of the data preparation section is feature selection, which 

handles the series of tokens from the feature extraction phase to form a term-document 

vector-matrix using the Term Frequency (TF), Document Frequency, and Inverse Document 

Frequency (IDF). The TF/IDF is used to find the importance of a particular word in a given 

input data. Here, the data set is normalized to unit length and represented by term-document 

matrix otherwise called as vector space model of the entire data set (Arivoli et al., 2017). 

After receiving the term-document matrix, The Singular Value Decomposition (SVD) 

will be applied to reduce its dimensionality. Then the various Deep Learning Architectures 

like Recurrent Neural Networks (RNN), Long Short Term Memory (LSTM), and Gated 

Recurrent Unit (GRU) are proposed to develop a NER system, which will enhance the better 

entity recognition from the Social Media Tamil Text data set.  

In general, the Recurrent Neural Networks (RNN) is used in real-time streaming data 

like Social Media posts and Time series analysis. It effectively deals with the sequential data 

but not very long sequences (Subramani et al., 2019). So, the improved versions of RNN i.e., 

LSTM and GRU will be used in this work. Then the accuracy will be calculated by using 

various parameters like kappa statistic, specificity, sensitivity, F-measure, etc., and finally, 

the most suitable deep learning architecture with the hyperparameter will be recommended 

for Tamil NER systems. 
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