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Abstract
In recent years, social media has enabled users to get exposed to a myriad of misinformation and
disinformation which have attracted a great deal of attention in research fields. Despite the progress in
text-based fact-checking, there has been very limited work on applying multi-modal techniques to fact
verification. In this work, we propose a novel unimodal feature-enhanced and cross-modal correlation
learning approach (UFCC) for multi-modal fact verification by jointly modeling the basic intra-modal
semantic correlation and the inter-modal correlation. Specifically, UFCC consists of a text-semantic
feature Module, an image-semantic feature module and a text-image correlation module. In the text-
semantic feature module, UFCC exploits pre-trained backbones to separately extract text features from
claims and documents. Then we utilize the signed attention mechanism to enhance text information
representation by using different text features as query. The image-semantic feature module is similar to
the text. In the text-image correlation module, UFCC first adopts the fine-tuned clip model to encode the
claims’ (or documents’) textual and visual features. Then, UFCC explore the cross-modal relationships
between the extracted features by using similarity layer. Based on this, we finally fuse the text and image
features for better performance. Our team, Zhang, won the fourth prize (F1-score: 77.423%) in Factify
challenge hosted by De-Factify2 @ AAAI 2023, which demonstrated the effectiveness of the method.
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1. Introduction

The emergence of social media has revolutionized the traditional way that people access in-
formation online [1]. People enjoy the convenience and efficiency of online social media in
sharing information and exchanging ideas [2]. However, spreading disinformation and misin-
formation in the modern media ecosystem has also become much easier. Many reports pointed
out that fabricated stories possibly caused citizens’ misconceptions about political candidates
[3], manipulated stock prices [4], and threatened public health [5]. Therefore, it is desirable to
detect and regulate ’fake news’ to promote truthful information on social media platforms.
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Delhi Chief Electoral Officer Ranbir 
Singh: The highest voter turnout was 
recorded in Ballimaran assembly 
constituency at 71.6 per cent while 
the lowest voter turnout was 
recorded in Delhi Cantonment at 
45.4 per cent. #DelhiAssemblyPolls

The final voter turnout in the Delhi 
polls was 62.59 per cent, senior 
officials said on Sunday. Elections 
to the 70-member Delhi Assembly 
were held on Saturday. “The final 
voter turnout was recorded at 62.59 
per cent,” a senior…
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Punjab: Farmers at Talwandi 
Kalan village in Ludhiana 
burn wheat straw https://t.co/ 
ljIrtELKfn

Bearing testimony to the failure 
of the Punjab government in 
controlling stubble burning, the 
state has recorded 7,326 
incidents wherein wheat straw 
was burned in fields. According 
to experts, the…
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Rhea Chakraborty said Sushant 
Singh Rajput told her to leave 
his house, chats with Mahesh 
Bhatt reveal otherwise: lawyer 
https://t.co/eAAVirIv1z 
https://t.co/sAW7DfiiXX

Vikas Singh, the lawyer 
representing late actor Sushant 
Singh Rajput’s family has said 
that there is a chance that actor 
Rhea Chakraborty might be 
taken into custody by …
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Jammu and Kashmir PDP 
leader and former minister 
Javed Mustafa Mir resigns 
https://t.co/RoB3JX9qS5 
https://t.co/E7aOt500sy

In another blow to Mehbooba 
Mufti-led Peoples Democratic 
Party (PDP), senior leader and 
former minister Javed Mustafa 
Mir has resigned from the 
party.Mir will forward his 
resignation to the party…
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An asteroid is expected to hit 
Earth on Nov. 2, 2020, right 
before Election Day in the 
U.S.

An asteroid will approach Earth 
on Nov. 2, 2020, the day before 
Election Day in the U.S. 
Asteroid 2018 VP1 is expected 
to come within about 3,000 
miles of the Earth and has... 

Figure 1: The samples of five categories from the Factify dataset.

Some research formulates this problem as the fact verification task, which targets to au-
tomatically verify the integrity of statements using trustworthy corpora [6], e.g., Wikipedia
[7]. To verify the claim from the real world in Figure 1, this task first requires searching and
retrieving relevant evidence from reliable sources, and making a comparison by absorbing the
knowledge of the evidence [8], which would take a great deal of time and effort. Given the
large number of claims that need to be checked, manual validation is insufficient and unrealistic.
Thus, how to automatically check the integrity of claims, prevent the spread of fake news,
and avoid the negative impact on society, is urgently needed for our society. Existing work
has presented a number of approaches for tackling fact verification automatically, of which
traditional fact verification approaches typically concentrate on text-only content analysis and
have produced a range of related work. Nie et al [9] string all the evidence together to verify
the claim. Another approach is to reason about each claim evidence pair and aggregate them
thus verifying the claim [10, 11]. There are also many fact-checking models that utilize Natural
Language Inference(NLI) techniques [12, 13, 14], and one of the most widely used NLI-based
models is the Enhanced Sequential Inference Model (ESIM) [12], which uses some form of hard
or soft alignment to associate relevant subcomponents between premises and assumptions.

Recently, multi-modal fact verification has received considerable attention since the content
form of posts tends to coexist with multi-modal information. Compared to text-based fact
verification, multi-modal fact verification is a new and challenging area of research [6]. Although
both Image and text contain rich information, they are in heterogeneous modalities and there is
a modality gap between them [15]. Some early detectors proposed to investigate cross-modal
information, but the lack of the construction of large-scale annotated datasets hindered the



development of the methods [6]. Considering this, the multi-modal fact verification (Factify)
challenge at AAAI 2022 has been held [16] and released a large-scale dataset. A series of excellent
works have emerged that facilitate the development of multi-modal fact verification systems
[17, 18]. For example, Team UofA-Truth [19] directly employs cosine similarity to connect
textual (visual) representations of statements and documents. Team Yao [20] uses multiple
pre-trained models to extract image and text features, and uses the co-attention mechanism to
enhance the information representation. Although the methods mentioned above make use of
multi-modal information, they don’t effectively enhance the unimodal information nor extract
the relationship of inter-modal information

Based on the large-scale and high-quality Defactify dataset [21, 22] and previous excellent
works [20, 23, 24], we propose a novel unimodal feature-enhanced and cross-modal correlation
learning approach(UFCC) for multi-modal fact verification. Specifically, UFCC consists of a
text-semantic feature module, an image-semantic feature module, a text-image correlation
module, and a backbone network. In the text-semantic feature module and image-semantic
feature module, we first extract claims and documents’ unimodality features(text or image) from
the pre-trained backbone. These features are further fused by utilizing the signed attention
mechanism [25] and a transformer encoder [26] to capture both positive (consistency) and
negative (inconsistency) correlations. In the text-image correlation module, we introduce the
fine-tuned clip [27] model to reduce the modality gap and reconstruct the claims’ (or documents’)
image and text representations. Finally, we calculate their similarity [28] and map them to the
reconstruction features. Figure 2 depicts our framework, showing a ’Support Text’ example
from the dataset [21] along with the corresponding evidence. As the task requires machine
comprehension and modality understanding, we perform different evaluations to design the
network and the representations.

The main contributions of this paper are as follows: (1) we propose a novel unimodal
feature-enhanced and cross-modal correlation learning approach(UFCC) for multi-modal fact
verification by jointly modelling the basic intra-modal semantic correlation and the inter-modal
correlation. We effectively enhance the unimodal information and extract the relationship of
inter-modal information. (2) We propose two specified semantic feature modules with a signed
attention mechanism [25] and a fusion layer to capture both consistency and inconsistency
unimodal enhanced features. (3) We introduce a fine-tuned clip model and fusion layer to
reduce the claim’s modality gap by capturing the relationship between text and image. (4) Our
UFCC model outperforms the baseline by at least 12.4% and won the fourth prize in the Factify
challenge hosted by De-Factify2 @ AAAI 2023 [21].

2. Related Works

2.1. Fact verification on Text

Fact verification on Text can be seen as a Recognizing Textual Entailment(RTE) task [29, 30],
where the goal is to predict whether the text supports or disproves the claim. It is divided into
the following main steps, first retrieving documents from a text source(e.g., Wikipedia) that
are relevant to a given claim, then selecting sentences that may contain evidence, and finally
assigning an authenticity relationship label by the model to support or disprove the claim.



Typical retrieval strategies in the evidence retrieval process include commercial search APIs,
Lucene indexes, entity linking, or ranking functions (e.g., dot product of TF-IDF vectors [31]). To
improve accuracy, retrieved evidence can also be re-ranked using the stance detection systems
acting as a fine-grained filter [32].

Regarding claim verification, much of the recent work is based on graph neural networks.
GEAR [33] and KGAT [34] construct graphs with evidence as nodes and use deep graph neural
networks for knowledge propagation; DREAM [35] further employ XLNet [36] and build
semantic hierarchical graphs for inference to improve performance. These graph-based models
establish node interactions for joint inference over several evidence fragments. In recent
years, the use of transformer-based linguistic representation models(LRMs) such as BERT
[37], RoberTa [38], etc. has also demonstrated their robust performance in claim verification
tasks. Transformer-XH [39] propagates knowledge between [CLS] tokens of different evidence
fragments; CorefBERT [40] trains a BERT-based LRM which uses an additional target modelling
co-reference knowledge and uses it in the KGAT architecture.

2.2. Muti-Modal Fact Verification

Though the majority of existing works have focused on text, some early efforts also investigated
how to incorporate multimodal information, Zlatkova [41] created a new dataset and explored
some baselines; Lee et al [23] proposed a unifying textual and visual matching layer to confuse
the two modality information. They pioneered this new direction.

However, the mentioned methods [41, 23] above all have the problem that the constructed
dataset is not large enough for fact verification and the methods cannot effectively learn from
the shared information between modalities. Considering this, the multi-modal fact verification
(Factify) challenge at AAAI 2022 [42] has been held and a series of excellent works have emerged
which facilitate the development of multimodal fact-checking systems. Team Yao [20] adopted
the ensemble method by using different pre-trained models and several co-attention modules.
Team UofA-Truth [19], used a straightforward approach that concatenated the claim, document
textual(visual) representations and their cosine similarity. Team Yet [17] integrated disturbance
on the embedding layer, a new loss function, and data augmentation by sequential dropout
layers into the vanilla RoBERTa. Gao et al [18] proposed an ensemble model architecture by
extracting various information for each modality individually. They applied multiple attention
mechanisms to learn the multimodal interaction between visual and textual content pairs.

2.3. Large-scale pre-trained model

Large-scale pre-trained models (PTMs) based on transformer architectures such as BERT [37],
ViT [43] and CLIP [27] have demonstrated their powerful performance in a wide range of fields
such as NLP, CV, and multimodality. Due to the complex pre-training objectives and large
model parameters, PTMs can efficiently capture knowledge from large amounts of labelled and
unlabelled data and store the knowledge in a large number of parameters. At the same time,
PTMs can be fine-tuned for a specific task and thus applied to a variety of downstream tasks.

In the field of natural language processing, since 2018 we have seen the rise of a range of
large-scale pre-trained language models (PLMs) , such as BERT [37], RoBERTa [38], DeBERTa



[44] and others. These PLMs have been fine-tuned by using task-specific labels and have created
new levels of skill in many downstream tasks. One of them, Bert, is based on the Multi-Layer
Transformer Encoder architecture and uses both Masked Language Modeling (MLM) and Next
Sentence Prediction (NSP) methods to train models unsupervised. RoBERTa uses a random
mask mechanism and removes the NSP task to enhance Bert’s performance. DeBERTa greatly
improves the efficiency of pre-training and the performance of downstream tasks by decoupling
the attention mechanism, enhanced mask decoder and virtual adversarial training (SiFT).

In the field of computer vision, the ViT [43] model proposed by the Google team applied
transformer to image classification, pioneering the application of transformer in vision. The
model divides the input image into multiple patches (16x16), then projects each patch into a
fixed-length vector to feed the Transformer and uses the final output vector for the classification
task. After ViT was proposed, vision models such as DeiT [45], Swin Transformer [46] and
others were proposed, which significantly advanced the progress of the computer vision field.

In the field of the multimodal domain, pre-trained models have also demonstrated their
powerful performance, such as CLIP [27], ViLT [47], DALL-E 2 [48] and so on. Among them,
CLIP is a multimodal pre-training model based on contrasting text-image pairs. The model is
trained by jointly training an image encoder and a text encoder to predict the correct pairing
of a batch of (image, text) training samples to obtain a transferable visual model, and it has a
powerful zero-shot capability that can be used in a variety of downstream tasks.

These pre-trained models have achieved excellent performance in a variety of downstream
tasks due to their powerful information characterization capabilities. At the same time, many
previous works have applied them to our task and achieved better results. This definitely
motivates us to use these pre-trained models as our backbone network to characterize image
and text information and convert them into contextual embedding.

3. Method

Muti-modal fact verification in this task is formulated as a five-classification problem to judge
the given claims with tests and images entailed in the given documents [20]. To address the
problem, we propose a novel unimodal feature-enhanced and cross-modal correlation learning
approach(UFCC) by jointly modelling the unimodal semantic correlation and the cross-modal
consistency [49]. As illustrated in Figure 2, it consists of a text-semantic correlation Module, an
image-semantic correlation module, a text-image consistency Module, and a backbone network.
Firstly, given a claim with the text 𝑇𝐶 and the image 𝐼𝐶 , we denote the document text 𝑇𝐷

and the document image 𝐼𝐷. And the task label is defined as 𝑦. The goal is to find out the
relationship between given claims and documents as follows [22, 21]:

• support_Multimodal: the text and image of the given claim entailed similar news.

• Support_Text: the text of the given claim is entailed similar news but the image is not.

• Insufficient_Multimodal: the image is entailed similar news but the text is not.

• Insufficient_Text: the text of the given claim is not entailed but may have common words
and the image is not entailed.
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Figure 2: The overall architecture of the proposed UFCC. It contains three components: two unimodal
correlation modules, and a text-image consistency correlation module. The cross-modal semantic
consistency features and the feature-enhanced unimodal representations are finally concatenated to
form the discriminative fact representation.

• Refute: the text and image of the given claim are fake.

3.1. The Backbone Network

The backbone network is designed in a two-stream fashion, consisting of a textual encoder and
a visual encoder to extract basic features from the text.

Textual Feature Extractor. Specifically, according to several experiments, we employ a pre-
trained DeBERTa model to map the word sequence of 𝑇𝑐 into an embedding sequence {𝑒𝑖𝑇 𝑐}𝐿𝑖=1

of length 𝐿. The embedding sequence is then further consumed by a bidirectional long short-
term memory network (Bi-LSTM) to obtain the final textual feature sequence {𝑓 𝑖

𝑇 𝑐}𝐿𝑖=1 ∈ R𝑑.



Figure 3: The architecture of the signed attention mechanism

It is formulated as follows:

{𝑓 𝑖
𝑇 𝑐} = 𝑊 𝑇

𝑡 (Bi-LSTM(𝑒𝑖𝑇 𝑐)) + 𝑏𝑡 (1)

where 𝑊𝑡 and 𝑏𝑡 denote the learnable parameters of a fully connected (FC) layer.
Visual Feature Extractor. Based on the excellent performance of the Vit [43] model, we

adopt a pre-trained Vit model [43] to encode image 𝐼𝑐 into an initial feature map with dimension
768, which is then transformed by a linear block into the visual feature sequence {𝑓 𝑖

𝐼𝑐}𝐿𝑖=1 ∈ R𝑑.
This is formulated as follows:

{𝑓 𝑖
𝐼𝑐} = MLP(ViT(𝐼𝑐)) (2)

where ViT denotes the pre-trained Vit model, MLP represents multi-Layer perceptrons. Similarly,
we get the representation of the document text and document image {𝑓 𝑖

𝑇𝑑},{𝑓 𝑖
𝐼𝑑}.

3.2. Unimodal Semantic Feature Module

Our UFCC model has two unimodal semantic feature modules including the text-semantic feature
module and the image-semantic feature module. Taking the text modules as an example, we first
further fused two extracted features 𝑓𝑇𝑐,𝑓𝑇𝑑 by utilizing the signed attention mechanism [25],
in order to simultaneously capture both semantic consistency and inconsistency correlations
[49, 50]. In the traditional attention mechanism, if the correlations between query and keys
are negative, we would treat it as insignificant [26]. However, such a negative correlation may
represent the inconsistency semantics that can be beneficial to the fact verification task [49].
As shown in Figure 3, it takes the 𝑓𝑇𝑐 as the query, and 𝑓𝑇𝑑 as the key and value to calculate
the positive correlation as follows:

𝛼𝑖
𝑝𝑜𝑠 = Softmax

(︁
(𝑓 𝑖

𝑇 𝑐)
𝑇 (𝑓 𝑖

𝑇𝑑)/
√︀
2𝑑𝑒

)︁
𝑓𝑝𝑜𝑠
𝑇𝑐 =

(︂ 𝐿∑︁
𝑖=1

𝛼𝑖
𝑝𝑜𝑠𝑓

𝑖
𝑇𝑑

)︂⧸︂(︂ 𝐿∑︁
𝑖=1

𝛼𝑖
𝑝𝑜𝑠

)︂ (3)

where 2𝑑𝑒 is the dimension of 𝑓 𝑖
𝑇𝑐

. 𝛼𝑖
𝑝𝑜𝑠 denotes the positive attention coefficients. A larger

𝛼𝑖
𝑝𝑜𝑠 indicates that the query claim text is more positively semantically associated with the

document text.



On the contrary, the negative attention mechanism utilizes a “-softmax" operation to amplify
the inconsistent correlations [49, 50, 25, 26], that is,

𝛼𝑖
𝑛𝑒𝑔 = −Softmax

(︁
−(𝑓 𝑖

𝑇 𝑐)
𝑇 (𝑓 𝑖

𝑇𝑑)/
√︀
2𝑑𝑒

)︁
𝑓𝑛𝑒𝑔
𝑇𝑐 =

(︂ 𝐿∑︁
𝑖=1

𝛼𝑖
𝑛𝑒𝑔𝑓

𝑖
𝑇𝑑

)︂⧸︂(︂ 𝐿∑︁
𝑖=1

𝛼𝑖
𝑛𝑒𝑔

)︂ (4)

Then we utilize two residual modules and a two layers feedforward Neural Network to enhance
the features:

𝑓𝑝
𝑇𝑐 = 𝑓𝑝

𝑇𝑐 + FFN(𝑓𝑝
𝑇𝑐)

𝑓𝑛
𝑇𝑐 = 𝑓𝑛

𝑇𝑐 + FFN(𝑓𝑛
𝑇𝑐)

(5)

where FFN denotes a two layers feedforward Neural Network. We then fuse the updated text
representations with two 𝑓𝑝

𝑇𝑐,𝑓
𝑛
𝑇𝑐 arithmetic operations, and obtain the final representation of

the text evidence {𝑓 𝑖
𝑇𝑑} towards the text claim {𝑓 𝑖

𝑇 𝑐} based on a linear layer.

𝑓 (𝑇𝐶) = 𝜎
(︀
𝑊𝑎

[︀
𝑓𝑝
𝑇𝑐 : 𝑓

𝑛
𝑇𝑐

]︀
+ 𝑏𝑎

)︀
(6)

where [:] denotes concatenation operation. 𝑊𝑎 and 𝑏𝑎 are learnable parameters for aggregating
the representations.𝜎 denotes the LeckyReLU activation function.

Similar to Eqn. 3-6, we get the outputs of the claim image 𝑓 (𝐼𝐶); the document text 𝑓 (𝑇𝐷),
and the document image 𝑓 (𝐼𝐷).

3.3. Cross-modal Correlation Module

The text and image features extracted by DeBERTa and ViT respectively have significant
semantic modal gaps, and it is difficult for the network to learn their consistency correlation if
they are fused directly. Therefore, we extract the alignment features of the text-image pair by
utilizing and fine-tuning the CLIP model. The extracted feature is denoted as {𝑓 𝑖

𝑐𝑙𝑖𝑝−𝑇 } and
{𝑓 𝑖

𝑐𝑙𝑖𝑝−𝐼}.
During fine-tuning, we pass the text-image pair through the CLIP encoders and normalize

their embeddings. We produce a joint embedding that is a dot product of the image and
text ones. Merely combining the CLIP-based features with the multimodal features cannot
necessarily provide enough reliable information. The reason is that fact verification is not
completely correlated with image-text correlation [24, 23]. To address the ambiguity issue
between multimodal features, we measure the cosine similarity between the text features and
the image features provided by CLIP, to adjust the intensity of fused features [24]. The cosine
similarity and the fused module are calculated as follows.

sim = Norm(
𝑓𝑐𝑙𝑖𝑝−𝑇 · (𝑓𝑐𝑙𝑖𝑝−𝐼)

𝑇

‖𝑓𝑐𝑙𝑖𝑝−𝑇 ‖ ‖𝑓𝑐𝑙𝑖𝑝−𝐼‖
). (7)

𝑓𝑐𝑙𝑖𝑝 = sim · (𝑓𝑐𝑙𝑖𝑝−𝑇 · 𝑓𝑐𝑙𝑖𝑝−𝐼) (8)

We then concatenate all previous features into one feature and update the final claim inter-modal
representations based on MaxPooling.



𝑓
(𝑐𝑜𝑛𝑠𝑖𝑠𝑡)
𝑐 = 𝜎 (𝑊𝑐 [𝑓𝑐𝑙𝑖𝑝 : 𝑓𝑐𝑙𝑖𝑝−𝑇 : 𝑓𝑐𝑙𝑖𝑝−𝐼 ] + 𝑏𝑐)

𝑓 (𝑐𝑜𝑛𝑠𝑖𝑠𝑡)
𝑐 = MaxPooling

(︁
𝑓
(𝑐𝑜𝑛𝑠𝑖𝑠𝑡)
𝑐

)︁ (9)

where [:] denotes concatenation operation. 𝑊𝑐 and 𝑏𝑐 are learnable parameters for aggregating
the representations.𝜎 denotes LeckyReLU activation function. Similarly, we also get the final
document inter-modal representations 𝑓 (𝑐𝑜𝑛𝑠𝑖𝑠𝑡)

𝑑 .

3.4. Classifier

UFCC leverages the unimodal semantic correlation as well as the multimodal consistency
correlation to jointly perform fact classification. The cross-modal semantic consistency features
𝑓
(𝑐𝑜𝑛𝑠𝑖𝑠𝑡)
𝑑 and 𝑓

(𝑐𝑜𝑛𝑠𝑖𝑠𝑡)
𝑐 and the feature-enhanced unimodal representations 𝑓 (𝐼𝐶), 𝑓 (𝐼𝐷), 𝑓 (𝑇𝐶)

and 𝑓 (𝐼𝐷) are finally concatenated to form the discriminative fact representation, which is
further transformed by an FC layer with softmax activation function to verify the fact as the
following:

𝑦 = 𝜎1(𝑊
𝑇
𝑑 [𝑓

(𝑐𝑜𝑛𝑠𝑖𝑠𝑡)
𝑑 : 𝑓 (𝑐𝑜𝑛𝑠𝑖𝑠𝑡)

𝑐 : 𝑓 (𝐼𝐶) : 𝑓 (𝐼𝐷) : 𝑓 (𝑇𝐶) : 𝑓 (𝐼𝐷)] + 𝑏𝑑) (10)

where 𝑊𝑑 and 𝑏𝑑 are the parameters of the classifier layer. 𝜎1 denotes the Sotfmax activation
function. The overall framework is supervised with a cross-entropy criterion.

L = −
|𝑀 |∑︁
𝑖=1

𝑦𝑖 log (𝑦𝑖) (11)

4. Experiments

4.1. Experimental Settings

Dataset. Factify is a dataset for multi-modal fact verification whose goal is to identify if
the claim entails the document. In this dataset, each sample includes claim image, claim,
claim ocr, document image, document, document ocr, and category. Also, the dataset contains
a total of 5 categories, which contain Support_Text, Support_Multimodal, Insufficient_Text,
Insufficient_Multimodal and Refute. The dataset is divided into three parts: a training set, a
validation set, and a test set. The training set contains a total of 35,000 samples, of which 7,500
are for each category. The validation set contains 7,500 samples, of which 1,500 are for each
category. The test set is used to evaluate the performance of the model and contains a total of
7,500 samples. For more details, we refer readers to [? ].

ImplementationDetails. In the textual encoder, we set the length of the input text to at most
128 words, and utilize the pre-trained DeBERTa [44] model to initialize the word embeddings
with 768 dimensions. In the visual encoder, we use the pre-trained Vit model [43] to extract the
visual feature. The dimension of the visual feature {𝑓 𝑖

𝐼𝑐} and textual feature {𝑓 𝑖
𝑇 𝑐} are 256. In

terms of parameter setting, we set the learning rate of the overall framework to 1.8𝑒−4, and
fine-tune the DeBERTa model and the Vit model with a learning rate of 5𝑒−5. The batch size of



Support Support Insufficient Insufficient
Rank Team _ Text (%) _ Multimodal (%) _Text (%) _Multimodal (%) Refute (%) Final (%)

1 Triple-Check 82.767 91.383 85.19 89.217 1 81.82
2 INO 81.235 90.029 88.807 85.233 99.933 80.795
3 Logically 80.383 90.511 84.393 85.627 98.512 78.967
4 Zhang 76.645 87.851 81.61 87.934 99.933 77.423
5 gzw 78.493 86.321 81.423 83.269 1 76.051
6 coco 77.25 86.493 81.517 82.995 1 75.697
7 Noir 77.1 87.26 78.493 81.563 99.699 74.522
8 Yet 70.745 82.629 78.592 71.904 1 69.085
- Baseline 50 82.721 80.24 75.931 98.82 64.99

Table 1
Factify Official Leaderboard (Our team, Zhang, won the fourth prize in Factify challenge)

Figure 4: Confusion matrix of the testing set.

the input is 16. Adam optimizer is used to train UFCC. Weighted F1 scores are employed as the
evaluation metrics.

4.2. Analysis of experimental results

Testing Performance. The final results of the test are presented in Table 1. the average F1
score value of our proposed model was 77.423%, outperforming the baseline by 12.4%, while
achieving fourth place among all participating teams. We can attribute the strengths of UFCC
to the following aspects: (1) the use of Vit and DeBERTa as the backbone network, resulting in
an excellent representation of image and text information. (2) The use of the Signed Attention
mechanism captures both semantic consistency and inconsistent correlation, which in turn
enhances unimodal information. (3) Using CLIP to fuse multimodal information and adjust the
strength of the fusion by calculating the cosine similarity of text and image information.



Model -w/o TIC -w/o TSF -w/o ISF -w/o Sim -w/o S-A UFCC
F1 (%) 73.17 69.12 74.45 76.49 75.09 77.42 (+0.41)

Table 2
Ablation study of our model in terms of test score.

Confusion Matrix. Figure 4 shows the confusion matrix of the testing set. We can find
that the model can accurately discriminate the Refute category, but performs poorly in the Sup-
port_Text and Insufficient_Text categories, indicating that the model is weak at discriminating
when the claimed image or text is neither supported nor refuted. In subsequent studies, we will
improve it for this purpose.

4.3. Ablation Study

To show the effectiveness of different modules in UFCC, we compare it with the sub-models
“-w/o TIC”, “-w/o TSF”, “-w/o ISF” and “-w/o Sim”. They denote the variant of UFCC without
considering the text-image correlation module, the text-semantic feature module, the image-
semantic feature module and the clip similarity module, respectively. And the "-w/o S-A"
denotes UFCC without replacing the signed attention to the traditional attention mechanism.
The comparison results are shown in Table 2. We can observe that all ablation variants perform
worse than the complete UFCC model on the Factify2 dataset. The results indicate that: (1)
All three modules are important for fact verification; (2) the modal similarity architecture can
facilitate the multi-modal fusion; (3) The signed attention mechanism can both capture unimodal
consistency and inconsistency correlations.

5. Conclusion

In this paper, we propose a novel unimodal feature-enhanced and cross-modal correlation learn-
ing approach(UFCC) for multi-modal fact verification by jointly modelling the basic intra-modal
semantic correlation and the inter-modal. Our framework enables more effective multimodal
fusion by introducing fine-tuned clip and similarity-fused layers. Besides, we adopt the signed
attention mechanism to enhance the unimodal information representation. At last, the ablation
study demonstrates the effectiveness of our proposed approach.

In " Hand movement appears to help in teaching about statistical models", Matthew Hutson
explains that gesture movements help speakers convey ideas, think and learn.

First, the authors pointed out that psychological research is exploring the possibility of
gesturing while learning. Studies have shown that learners who imitate a teacher’s movements
are better at helping them learn and remember, even if they don’t know why.

And the authors mention a study that tests this hypothesis. New work extends this finding.
The researchers tested the subconscious effects of
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